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Abstract

This thesis details the successful conceptualization, development, and proof of con-

cept testing of a novel system for the characterization of a material’s electromagnetic

properties. In particular, the proposed system was designed to allow for the future

wideband characterization of the permittivity and permeability of anisotropic solids

at oblique angles of incidence. The characterization of these properties is crucial

to understanding how a material will perform as a substrate in electronics and RF

applications. Various techniques have been developed to characterize these proper-

ties for the case of normal incidence based the test material’s inductive/capactive,

resonant, and transmission/reflection characteristics. For isotropic materials, the

electromagnetic parameters have no angle dependence and normal incidence testing

is sufficient. However, the increasingly widespread development and use of inho-

mogenous composites and artificial dielectrics/diamagnetics has necessitated the

development of methods to characterize materials over a range of incidence angles.

The proposed system accomplishes this without the limitations of currently existing

methods (such as the need for multiple sample configurations or the assumption of

non-magnetic behavior).

First, the theory used in the electromagnetic characterization of materials is dis-

cussed. Then, the various characterization methods currently used are examined,

followed by an overview of the calibration and extraction algorithms developed for

use with the free space characterization of materials. Next, the development of the

proposed system is detailed, including the initial concept, design model iterations,

x



and final implementation. The testing used to prove out the system concept is then

described. This included the successful characterization of four materials (FR4,

5880, 4350B, and Rohacell) at normal incidence, and successful measurement of the

S-parameters with respect to incidence angle for both an isotropic material (FR4)

and an anisotropic engineered material (a frequency selective surface). Finally, ad-

ditional work is proposed to further inproved the system. The conceptualization,

design, implementation, and proof of concept testing for this system was successfully

completed in only six months, on a budget below $8,000.

xi



Chapter 1

Introduction

1.1 Motivation

The widespread integration of wireless and radar applications into government and

industry applications has created the need to develop new antennas and arrays that

meet increasingly complex and difficult requirements. There is contantly a need for

antennas that operate over wider bandwidths, at higher frequencies, with longer

ranges, narrower beamwidths, and lower cross-polarizations, among other things.

One of the key ways to improve antennas in order to meet these demands is to

identify and design more effective dielectric and diamagnetic substrate materials.

This has led to use of engineered composite materials in antenna substrates to

achieve dielectric performances not found in naturally occuring materials. This

thesis was part of a project that is attempting to develop a multiband radar system

that utilizes an engineered substrate whose dielectric behavior changes significantly

with respect to frequency.

The proper design of this substrate material will depend on an accurate under-

standing of how the material interacts with applied electromagnetic fields. This
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behavior is quantified in two parameters: electric permittivity and magnetic perme-

ability. These parameters are derived from the constitutive relations of electromag-

netics, and are therefore commonly referred to as the electromagnetic constitutive

parameters. Various methods have been developed to characterize the electromag-

netic constitutive parameters of materials, each of which have different strengths

and limitations. The particular characterization approach that is used will depend

on the design requirements of the system for which the material is to be used. This

thesis will examine these approaches to identify the one that best applies to the char-

acterization of the aforementioned engineered material. A test system with then be

designed and built that is capable of the characterization of such a material.

1.2 Literature Review

The characterization of electrical permittivity and magnetic permeability (consti-

tutive parameters) is central to the development of components for a wide range

of applications, and it has therefore been the subject of a great deal of research.

As such, a wide variety of characterization methods have been developed. Each of

these methods use the relationship between the constitutive parameters and some

readily measurable electromagnetic property of materials. Based on which property

is being measured (and how they are measured), these characterization methods

can be divided into four broad categories: 1) Inductance/Capacitance Methods, 2)

Resonance methods, 3) Transmission Line Transmission-Reflection metods, and 4)

Free-Space Transmission-Reflection methods. Each method has its own strengths
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and weaknesses, and the selections of a particular method depends largely on the

requirements of the application for which a material is being characterized.

The Inductance/Capacitance method relies on the relationship between the con-

stitutive parameters and the inductive and capacitive behaviors of a material. It is

described in [1] and [2]. For this type of characterization, the material is placed in a

circuit configuration, and the change it introduces to the inductance or capacitance

of the circuit is measured. This method is widely used because it is straightforward

to carry out and has low computational requirements. However, it is only viable

for low frequencies below 1 GHz [2]. It also requires two different setups and two

different sample configurations, one for inductance and one for capacitance. It is

also requires significant machining of the sample being tested, making it difficult to

use with non-uniform materials.

The Resonant method relies on measurement of the resonant frequency and

quality factor to extract a materail’s constitutive parameters. It is described in

[1], [2], [3], and [4]. This method is the most accurate of the available techniques.

However, it is only viable for measurements at the resonant frequency, limiting it

usefulness for wideband applications or the characterization of dispersive materials.

It is also has high computational requirements.

The Transmission Line Tansmission/Reflection method uses the transmission

and reflection characteristics of materials in a transmission line to determine the

constitutive parameters. This method is relatively simple to implement, and can be

used over an extremely wide range of frequencies (only limited by the dimensions

of the available transmission lines). It can also be used to characterize materials in

3



a wide range of states (solids, liquids, gases, powders), only requiring modification

of the sample holder and calibration method. Due to this, it has become one of the

most widely used characterization method, and is described in [5], [6], [7], [8], [9],

[10], [11], and [12]. However, it is difficult to measure the constitutive parameters

of a material at oblique angles of incidence using this approach.

The Free-Space Transmission-Reflection method uses the transmission and re-

flection characteristics of materials in free space to determine the constitutive pa-

rameters. It is straightforward to implement, and can be applied over an extremely

wide range of frequencies, limited only by the available RF equipment. The test

setup itself is also easily reconfigured, making the characterization of materials at

oblique incidence angles possible. This method is described in [13], [14], [15], [16],

[17], [18], [19], [20], [21], and [12]. However, this test setup is large, requires large

samples, and is limited by the beam-width and far-field range of the antennas [22].

For this reason, Gaussian beams focused by dielectric lenses are often used to help

reduces the size of the test setup and samples, as described in [17], [22], [23], [24],

[25], and [26].

The development of engineered materials with designed electromagnetic prop-

erties not found in nature has opened up significant opportunities in the fields of

radar and wireless communications. The design and behavior of such engineered

materials is described in [27], [28], [29], [30], [31], [32], [33], [4], [34], [19], [35], and

[36]. While these materials present great oppotunities, they are also challenging to

characterize. Engineered materials typically exhibit both dispersive and anisotropic

behavior, requiring characterization over a wide range of frequencies at multiple

4



incidence angles. These materials also frequently include periodic metallic inclu-

sions, causing them to exhibit both dielectric and diamagnetic behaviors. While

these engineered materials are composites, when they are used as substrate materi-

als it is generally desirable to treat them as though they were simpler, homogenous

materials with homogenized effective parameters. This can be accomplished using

effective medium approximation, which is discussed in [15], [37], and [38]. Modelling

of the effective constitutive parameters of such materials can be achieved with the

Drude-Lorentz model, as described in [39] and [40], or Vector Fitting [41].

Due to the behaviors of engineered materials, the Free-Space Transmission-

Reflection method is generally the most viable approach for characterization of such

materials. The free-space characterization of engineered materials requires calibra-

tion of the system in order to mitigate noise ([42], [43], and [44]) and uncertainty

([45], [22], and [46]) in the measurement. Common free-space calibration approaches

include the TR method described in [47] and [22], the TRL method described in

[48], and the LNN and LRR methods described in [49]. Review of free-space cal-

ibrations can be found in [50] and [51]. Additionally, free-space characterization

is typically done using a Vector Network Analyzer (VNA). Calibration of these

systems is described in [52], [53], [54], [55], and [56]. The measurement errors in

free-space characterization can be further reduced by applying time domain gating,

as presented in [57] and [22].

Once a free-space characterization system has been calibrated, measurements

have been made, and gating is applied, the constitutive parameters are extracted

using and extraction algorithm. A variety of algorithms have been developed, which

5



either directly or iteratively compute the constitutive parameters of a material based

on the transmission and reflection measurements. Good overviews of the more

widely used extraction algorithms are provided in [58], [22], and [59].

Direct computation algorithms include the Nicolson-Ross-Weir (NRW) method,

which was developed in [60] and [61] (and is succinctly explained in [62]), and the

Smith algorithm proposed in [63]. Applications of these algorithms to the charac-

terization of engineered materials at normal incidence are described in [64], [65],

and [66]. These algorithms are widely used because they are simple and have low

computational requirements. However, the parameters extracted using such algo-

rithms are non-unique due to the branching of the computed complex logarithm.

This branch ambiguity occurs when the sample thickness becomes large with respect

to the wavelength of the transmitted signal travelling through it, and is explained in

[58] and [27]. If the approximate values of the constitutive parameters are known,

this ambiguity can be avoided by using thin samples. In order to overcome this

ambiguity without prior knowledge of the sample properties, one of two approaches

can be applied. The first of these is the Kramers-Kronig approach, which relies on

the application of a truncated form of the well know Kramers-Kronig integral, as

described in [67], [68], [69], [70], [71], and [72]. The other is the phase unwrapping

approach described in [73] and [74].

Iterative algorithms recursively use a direct calculation method coupled with an

optimization cost function to determine the values of the constitutive parameters.

Such algorithms are described in [5], [75], [76], [77], [78], and [79], and have the

6



benefit of being unique. However, they are much more complex and computationally

costly than the direct computation methods.

The simultaneous measurement of the free-space reflection and transmission

characteristics of materials is non-trivial. As such currently available systems typi-

cally assume either constant permittivity or constant permeability. This allows the

other parameter to be extracted using only transmission measurements (as in [80],

[81], [82], [83], and [84]) or reflection measurements (as in [82], [85], [86], [87], and

[88]). However, as explained above, this assumption cannot be reliably made with

engineered materials. Due to this, significant work has been done to expand the

free-space characterization extraction algorithms to the oblique incidence case using

both transmission and relection measurements: [89], [90], [91], [92], [93], [94], [64],

[95], and [96]. However, due to the lack of availability of a measurement system

for the oblique incidence case, these algorithms have only been applied to simulated

data.

1.3 Problem Statement

The desired behavior of the engineered material being designed will utimately re-

quire the non-destructive characterization of a flat sheet of material from 2-10 GHz.

Due to the anisotropic nature of the artificial dielectric material being designed, it

will be necessary to characterize the permittivity of the material at oblique incidence

angles. These requirements make the free-space transmission-reflection approach the

most viable characterization technique for this application. However, the metallic
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inclusion used in the design to achieve the desired behavior will make it necessary

to also characterize the permeability of the material at oblique angles of incidence.

Existing free-space systems either assume that the material is non-magnitc, or else

have high costs, testing times, and complexity due to the need for focussing lenses

and/or multiple test configurations. As such, a novel approach to free-space char-

acterization using three mobile polyrod antennas will be used for the design of this

characterization system. This will allow for the full characterization of a material

at oblique incidence angles using a single test setup without the need for focussing

lenes.

1.4 Organization of the Thesis

This thesis is organized as follows. It begins with a review of the applicable electro-

magnetic concepts in Chapter 2. This begins with an examination of permittivity

and permeability, followed by their relationship to the transmission and reflection

characteristics of materials, discussions of dispersion and anisotropy in materials,

and then concludes with an overview of metamaterials and effective medium ap-

proximation. Chapter 3 examines existing material characterization techniques.

First, the commonly used mearurement approaches are examined, and the one that

most effectively allows for the wideband characterization of anisotropic materials

at oblique angles of incidence is identified. Then, the sources of error and uncer-

tainty for the identified method are described, along with the design, calibration,

and post-processing techniques that can be used to mitigate them. Finally, Chapter
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3 examines the extraction algorithms that have been developed for use with the

selected measurement approach. Chapter 4 focuses on the novel characterization

system designed for this thesis. In this chapter, the problems with existing test ap-

paratus is explained, the design approach is presented, and the design, assembly, and

proof of concept testing of the system is described. This thesis then concludes with

Chapter 5, which presents the current status of the project and the next steps that

should be taken in the continued development/improvement of the novel system.
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Chapter 2

Electromagnetic Properties of Materials

2.1 Introduction

As discussed above, this thesis examines various methods to characterize a mate-

rial’s response to applied electromagnetic fields, with a focus on those that apply

to the characterization of anisotropic materials. Prior to beginning an examination

of these techniques, it will be helpful to review some of the key concepts that are

referenced throughout this thesis. In particular, the macroscopic material proper-

ties that are used to describe the way that materials interact with electromagnetic

fields are described. The way in which these properties affect the reflection and

transmission of energy by a material is also discussed. The material properties of

dispersion and anisotropyare examined, with a particular focus on the complexities

they add to the constitutive parameters Finally, an overview of metamaterials, their

design/composition, and the particular challenges involved in characterizing them

is provided.

2.2 Material Characteristics

The behavior of electric and magnetic fields in a material can be described by

its permittivity and permeability, respectively. A material’s electric permittivity
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(denoted as ε) reflects the ability of charges within the material to polarize when an

electric field is applied to it. It is the parameter that is used to relate an electric field

applied to a material to the electric flux density produced by that field within the

material. Equivalently, a material’s magnetic permeability (denoted as µ) reflects

the ability of magnetic dipoles within the material to align with the application

of a magnetic field to the material. It is used to relate magnetic fields applied

to the material with the magnetic flux density produced by those fields within

the material. In electromagnetics, these two relationships are referred to as the

constitutive relationships, and in their most basic form are written as:

D = εE , (2.1)

H =
B

µ
, (2.2)

Due to their use in these constitutive relationships, permittivity and permeability

are often referred to as the constitutive parameters of electromagnetics. These

parameters and the associated relationships are described in detail in [97] and [34].
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(a)

(b)

Figure 2.1: Charge/dipole alignment as a result of applied electric/magnetic field.
a) Charge alignment with applied electric field. b) Dipole alignment with applied
magnetic field.

Despite the apparent simplicity of the relationships in Equations 2.1 and 2.2,

the values of permittivity and permeability are rarely simple real numbers in actual

materials. To begin with, both permittivity and permeability have complex values
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in many materials. The complex forms of the constitutive parameters are commonly

written as:

ε = ε
′
+ jε

′′
, (2.3)

µ = µ
′
+ jµ

′′
. (2.4)

In Equation 2.3, ε
′
is the real part of the permittivity, which represents the material’s

ability to absorb electric fields. Conversely, the imaginary term in Equation 2.3 (ε
′′
)

represents the energy that is dissipated (or lost) by the material when an electric

field is applied. Similarly, the real term in Equation 2.4 represents the material’s

ability to store applied magnetic fields, while the imaginary term corresponds to the

energy dissipated when magnetic fields are applied. The ratio between the imaginary

and real components of each the permittivity and permeability are known as the

dielectric and magnetic loss tangents, respectively, and are denoted as:

tan (δε) =
ε
′′

ε′
, (2.5)

tan (δµ) =
µ

′′

µ′ . (2.6)

Those materials that have extremely low dissipation terms are known as (electri-

cally/magnetically) lossless media. Only in the case of lossless media can the con-

stitutive parameters can be thought of as real valued.

As well as commonly being complex valued, both permittivity and permeability

may be functions that may have one or more dependency based on the characteristics

of the material. For the purposes of this thesis, there are two dependencies worth
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mentioning: frequency and spatial [22]. These dependencies will be discussed later

in this chapter.

As a final note on the constitutive parameters, it is important to understand

that the more commonly reported/used values of permittivity and permeability are

normalized with respect to the permittivity/permeability of free space [97]. These

normalized values are called the relative permittivity/permeability, and are denoted:

εr =
ε

ε0
, (2.7)

µr =
µ

µ0

. (2.8)

These free space values of these parameters are denoted ε0 and µ0, and have val-

ues of 8.8541878210-12 (Farads/meter) and 1.2566370610-6 (Henries per meter),

respectively. Free space is considered both an electrically and magnetically lossless

medium.

Two additional material characteristics that are directly related to the consti-

tutive parameters of a material are crucial to characterizing the electromagnetic

behavior of a material. These two characteristics are the refractive index and the

wave impedance of the material. A material’s refractive index indicates the degree

to which a propagating electromagnetic wave slows when travelling through that

material. Specifically, it is the ratio of the speed of energy in free space to the speed

of energy in the material. A material’s wave impedance refers to the ratio of the

14



tangential electric and magnetic fields that arise within the material when an elec-

tromagnetic wave propagates through it ([97] and [34]). The refractive index and

wave impedance of a material are related to its relative constitutive parameters by:

n =
√
εrµr , (2.9)

η =

√
µr√
εr
. (2.10)

2.3 Reflection-Transmission Characteristics of

Materials

As depicted in Figure 2.2 a), electromagnetic waves each travel in a particular di-

rection, which can be represented by vectors in three-dimensional space. When

travelling through free space (or some other homogenous medium), the direction of

these waves will not change unless they are acted upon by some external field [97].

Figure 2.2 b) shows what happens when an EM wave interacts with the interface

between two media with different electromagnetic characteristics. Here, the initial

wave is assumed to be travelling perpendicular to the interface. As a wave propagat-

ing through the first medium encounters this interface, some portion of the energy

passes through it and begins propagating through the second medium. This portion

of the incident wave is known as the transmitted energy. The rest of the energy

(assuming no losses) bounces off of the interface and continues propagating through
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the first medium, but in the opposite direction. This portion of the incident wave

is referred to as the reflected energy.

(a)

EM Waves Vector Representation

(b)

Figure 2.2: Electromagnetic wave propagation. a) Electromagnetic wave propa-
gation through free space. b) Electromagnetic wave propagation at the interface
between two media.

Understanding and being able to properly model the reflection and transmission

of electromagnetic energy at the interface between two media is extremely important

in most application of electromagnetics, and particularly so in radar systems. This is

because they are two of the characteristics that primarily impact antenna patterns.

They are quantified using parameters known as the reflection coefficient (Γ) and the
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transmission coefficient (T). These coefficients are directly related to the mismatch

in the wave impedance between the two materials at the interface:

Γ =
η2 − η1

η2 + η1

, (2.11)

T =
2η2

η2 + η1

. (2.12)

where η1 and η2 are the wave impedances of the first and second materials (see

Figure 2.2), respectively. Using equation 2.10 above, the reflection and transmission

coefficients at an interface can be expressed as functions of the relative permittivities

and permeabilities of each medium:

Γ =

√
µr2εr1 −

√
µr1εr2√

µr2εr1 +
√
µr1εr2

, (2.13)

T =
2
√
µr2εr1√

µr2εr1 +
√
µr1εr2

. (2.14)

Equations 2.11 – 2.14 are the simplest expressions for the reflection and trans-

mission coefficients and are only valid for the case of a wave normally incident upon

a single interface between two simple media. As with the constitutive parameters,

reflection and transmission are typically also dependent on the frequency and angle

of incidence of the exciting wave. Figure 2.3 a) illustrates what happens when an

electromagnetic wave encounters an interface at an angle Θi. In this case, it can be

seen that both the transmitted and reflected energy begin travelling along entirely

new paths, defined by the angle of refraction (Θt) and the angle of reflection (Θr) at
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the interface. These two angles can be calculated by Snell’s laws of refraction and

reflection:

n1sin(Θi) = n2sin(Θt) , (2.15)

Θi = Θr . (2.16)

Figure 2.3 b) shows what happens when the exciting wave encounters multiple

interfaces. It is apparent that each interface between media results in its own reflec-

tion and transmission (and refraction in the case of oblique incidence). It should also

be observed that the energy reflected by each interface after the first then encoun-

ters the interface though which it was previously transmitted, resulting in multiple

reflections occurring within the interior mediums ([97] and [34]).
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(a)

(b)

Figure 2.3: Electromagnetic wave propagation at oblique incidence. a) Electromag-
netic waves obliquely incident upon the interface between regions. b) Electromag-
netic wave propagation at multiple interfaces.

2.4 Dispersion

Earlier in this chapter, the electromagnetic constitutive parameters of materials were

reviewed, along with their most basic mathematic forms. At that time it was also
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mentioned that there are two key dependencies exhibited by the constitutive param-

eters of certain types of materials: frequency and spatial. Those dependencies will

now be examined in more detail, leading to expanded mathematical representations

of permittivity and permeability. The first of the aforementioned key dependencies

to be examined here will be the frequency dependence.

As was discussed previously, the permittivity and permeability of a material refer

to the polarization/alignment of electical charges and magnetic dipoles (respectively)

within the material when a field is applied to it. The basic forms of these rela-

tionships provided in Equations 2.1 - 2.4 assume that the polarization/alignment of

charges/dipoles occurs instantaneously. However, this assumption can not always be

reliably made. Often is takes a non-negligible period of time for the charges/dipoles

of a material to polarize/align when exposed to external fields. This results in dif-

ferent frequencies of energy traveling through such materials at different rates. This

effect is known as dispersion, referring to the way in which different frequencies of

energy will seperate, or disperse, from one another when travelling through such

a medium (see Figure 2.4). This effect is described in detail in [34], and a good

summary is provided in [22].
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Figure 2.4: Electromagnetic waves in a dispersive medium.

The rate at which electromagnetic energy travels through a given medium is

directly related to the refractive index of that medium by:

n =
c

v
, (2.17)

where n is the refractive index of the medium, c is the speed of light, and v is the

velocity of the electromagnetic energy travelling through the medium. Rearranging

and using Equation 2.9, this becomes:

v =
c

√
εrµr

. (2.18)

From Equation 2.18 it can be seen that the dispersion of different frequencies of

electromagnetic waves in a material necessarily reflects a change in the permittivity

or permeability (or both) of that material depending on the frequency of the exciting
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waves. For materials that display this sort of dispersive behavior, Equations 2.3 and

2.4 become:

ε = ε
′
(ω) + jε

′′
(ω) , (2.19)

µ = µ
′
(ω) + jµ

′′
(ω) , (2.20)

Figure 2.5 depicts the kind of frequency dependance displayed by the constitutive

parameters of dispersive materials.

Figure 2.5: Real and imaginary permittivity of dispersive materials [22].

2.5 Anisotropy

As well as assuming the instantaneous polarization/alignment of electric charges/

magnetic dipoles, Equation 2.1 - 2.4 are based on another major assumption. These

simplified expressions for the constitutive parameters hold true only if the polar-

ization/orientation of charges/dipoles within a material occurs in the exactly the

same direction as the exciting field applied to that matieral. However, as with the
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previous assumption, this is frequently not the case. In many instances, some combi-

nation of a material’s properties and composition make is easier for charges/dipoles

to polarize/align in some directions than in others. As a result, such materials will

react differently to energy fields and waves depending on the direction along which

the field/wave interacts with them (see Figure 2.6). This type of nonuniform pro-

pogation of electric and magnetic energy is generally referred to as electromagnetic

anisotropy. This effect is described in detail in [34], and a good summary is provided

in [22].

Figure 2.6: Angle dependence of electromagnetic characteristics.

While a number of factors may contribute to the electromagnetic anisotropy of

a material, it can typically be attributed to two things. The first of these is at the
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atomic level [34]. The particular arrangement of atoms within a material can make

is significantly easier for electrons to move/orbit along certain axes than others.

The result is that the charges and dipoles present in the material can be more easily

polarized/aligned in those directions, allowing energy to be more easily propoated.

This phenomenon is depicted in Figure 2.7.

Figure 2.7: The impact of the atomic structure of materials on anisotropy.

The second primary cause of electromagnetic anisotropy in materials occurs at

the macroscopic level, and is of particular interest to the field of antennas (and to this

thesis in particular). It is the non-uniform composition of many materials [22]. In the

continuing endeavors to improve antenna performance and taylor them to specific

applications, designs now make regular use of composite materials. Such materials

are made up of multiple other materials which can be distributed in layers, periodic

structures, or even randomly. The component materials in composites typically
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have different electromagnetic properties, meaning that the overall properties of the

composite in a particular direction may vary significantly depending on the thickness

of each component material that would be encountered by energy travelling through

the material in that direction (see Figure 2.8).

Figure 2.8: The impact of material composition on anisotropy.

Anisotropy in a material is reflected in a spatial (or angular) dependence of the

constitutive parameters. In order to fully characterize the electromagnetic behavior

of these anisotropic materials, one has to know the storage and dispersion character-

istics along each direction for a given exciting wave normally or obliquely incident
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upon the surface of the material. As such, rather than the integer values used in

Equations 2.3 and 2.4, permittivity and permeability instead become tensors:

ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 (2.21)

µ =


µxx µxy µxz

µyx µyy µyz

µzx µzy µzz

 (2.22)

At this stage Equations 2.1 and 2.2 become:


Dx

Dy

Dz

 =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz




Ex

Ey

Ez

 (2.23)


Hx

Hy

Hz

 =


µxx µxy µxz

µyx µyy µyz

µzx µzy µzz




Bx

By

Bz

 (2.24)
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Recalling that each entry in Equations 2.21 and 2.22 may be complex and/or

functions with frequency dependencies, it is now possible to arrive at more complete

expressions for permittivity and permeability:

ε =


ε
′
xx(ω) + ε

′′
xx(ω) ε

′
xy(ω) + ε

′′
xy(ω) ε

′
xz(ω) + ε

′′
xz(ω)

ε
′
yx(ω) + ε

′′
yx(ω) ε

′
yy(ω) + ε

′′
yy(ω) ε

′
yz(ω) + ε

′′
yz(ω)

ε
′
zx(ω) + ε

′′
zx(ω) ε

′
zy(ω) + ε

′′
zy(ω) ε

′
zz(ω) + ε

′′
zz(ω)

 (2.25)

µ =


µ

′
xx(ω) + µ

′′
xx(ω) µ

′
xy(ω) + µ

′′
xy(ω) µ

′
xz(ω) + µ

′′
xz(ω)

µ
′
yx(ω) + µ

′′
yx(ω) µ

′
yy(ω) + µ

′′
yy(ω) µ

′
yz(ω) + µ

′′
yz(ω)

µ
′
zx(ω) + µ

′′
zx(ω) µ

′
zy(ω) + µ

′′
zy(ω) µ

′
zz(ω) + µ

′′
zz(ω)

 (2.26)

2.6 Metamaterials

Over the past several decades, the field of electromagnetics has developed rapidly.

Systems utilizing antennas, semiconductors, magnets, and similar devices that make

use of the dielectric and magnetic properties of materials have become an integral

part of everyday life around the globe. As a result, there has come to be a constant

push in both private industry and government sectors to improve these technolo-

gies. In particular, the widespread use of antennas in the radar and telecommunica-

tions industry has generated substantial interest in increasing the range, operational

frequency range, and data transmission and reception rates, as well as reducing

the size of antennas. One of the key elements in making these improvements has
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been the development of more effective dielectric layers, which requires the develop-

ment/discovery of new materials with improved electromagnetic characteristics. It

has now reached the point where some of the desired improvements require materials

that have constitutive parameters that don’t exist naturally.

This interest in improving antenna performance (as well as other electromagnetic

systems) has generated considerable research into the development of artificial ma-

terials with characteristics specifically engineered for particular applications. Such

materials are broadly referred to as metamaterials. The subject of metamaterials is

broad, and so for the purposes of this thesis, the discussion of metamaterials will be

limited to those used in one application: artificial dielectric layers (ADLs). The de-

sign and behavior of such engineered materials are described in [27], [28], [29], [30],

[33], [4], and [34]. ADLs fall into a category of materials known as composites, and

generally consist of two primary components: some dielectric substrate interwoven

with metallic elements. Here, the dielectric substrate may consist entirely of one

dielectric material or may be a composite of multiple layers of different dielectric ma-

terials. It provides the basis for the ADLs constitutive parameters. This substrate

is then interwoven with metallic elements in some configuration that introduces

capacitive elements, altering the overall dielectric characteristics of the composite,

and/or inductive elements, altering the magnetic characteristics of the composite.

Figure 2.9 ([98], [99], and [100]) illustrates several examples of metamaterials used

in ADLs.
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Figure 2.9: Examples of artificial dielectric layers (top left - [98], top right - [99],
and bottom - [100]).

Due to the composite nature of metamaterials, they are inherently inhomoge-

neous. However, the performance of antennas and antenna arrays is reliant on

predictable, consistent behavior throughout the various components of which they

are comprised. So, in order for ADLs to be used as the dielectric substrate in an-

tennas, it is necessary to be able to treat them as a single homogenous structure

with uniform constitutive parameters. For composite materials in general, this is

accomplished through the application of the effective medium theory (also known

as effective medium approximation). This theory states that a composite material

consisting of two or more materials with different electromagnetic characteristics

can be equated to a single homogenous material whose constitutive parameters are

an average of those of the individual materials in the composite (see Figure 2.10).
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It has been demonstrated previously ([98], [4], [70], [93], and [101]) that this homog-

enization technique can be applied to metamaterials as long as they are periodic

structures and as long as the thickness of the metamaterial is small with respect to

the wavelength of incident electromagnetic waves.

Effective Material - 

Figure 2.10: Illustration of the effective medium theory.

While the use of ADLs in antenna design presents significant opportunities for

advancement in that field, these materials can be challenging to characterize. With

respect to antenna performance, there are two key challenges to characterizing meta-

materials. Firstly, ADLs frequently display dispersive behavior, requiring that their

constitutive parameters be thoroughly characterized over the full frequency range

in which they are to be used. Also, while the application of effective medium theory
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allows these engineered composites to be treated like a single homogenized mate-

rial, the inherent inhomogeneity of metamaterials results in anisotropic behavior in

many ADLs. This requires the characterization of the constitutive electromagnetic

parameters for these metamaterials at various angles of incidence and along multiple

cuts in the plane of the ADL.

2.7 Summary

This chapter provided an overview of the basic electromagnetic principles that will

be referrenced throughout this thesis. It began with a discussion of the constitutive

parameters, including the physical definition of these parameters and the various

forms they commonly take. The transmission and reflection of electromagnetic en-

ergy at material boundaries were then reviewed, with a focus on how they relate to

the constitutive parameters. Next, the concepts of dispersion and anisotropy were

examined. This included discussions on their physical meaning with respect to ma-

terial properties and the dependencies they introduce to the constitutive parameters.

The chapter concluded with a discussion of engineered materials known as meta-

materials. The discussion focused on the typical composition of these engineered

materials, their usefulness to antenna applications, and the particular challenges

involved in characterizing them.
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Chapter 3

Characterization of the Constitutive Parameters

of Materials

3.1 Introduction

As discussed previously, the ability to understand and accurately model a material’s

response to electromagnetic waves is crucial to using that material in any sort of RF

application. This in turn requires the proper characterization of the material’s con-

stitutive parameters (or effective constitutive parameters in the case of composites

and metamaterials). However, these constitutive parameters are not easily measur-

able physical characteristics, but rather representations of a material’s response to

applied electric and magnetic fields. As such, these parameters must be extracted

mathematically from directly measurable material responses. Numerous techniques

have been developed over the years to achieve this, and each consists of some sort

of calibration, a measurement procedure, and an extraction algorithm (digital post-

processing). All of these techniques have strengths and limitations, and there is no

ideal technique that works well for any application. Rather, one must develop an

extraction technique by selecting each of the three component steps based on the

requirements of their design.
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Both the calibration and extraction algorithm are dependent on the type of

measurement that is taken, and so the discussion here begins by examining the

measurement techniques and selecting the one that works best for this project. The

calibration and extraction algorithms that are used with the selected measurement

technique are then examined. The commonly used measurement techniques can

be divided into three four categories based on the particular material responses

that are measured: 1) Resonance Techniques, 2) Impedance/Capacitance Tech-

niques, 3) Transmission Line Transmission-Reflection Techniques, and 4) Free-Space

Transmission-Reflection Techniques. Which of these categories is used in a partic-

ular material characterization technique depends on the following considerations:

1) material state of interest (i.e. solid sheet, powder, liquid, etc.), 2) frequency

range of interest, 3) anisotropy, 4) unknown constitutive parameters (permittivity,

permeability, or both), and 5) sample considerations (i.e. can the measurement be

destructive, size and shape of the available sample, etc.). The available measure-

ment techniques are reviewed, and the advantages and limitations of each exam-

ined. A technique is then selected that allows for the wideband characterization of

anisotropic materials.

3.2 Conventional Measurement Methods

3.2.1 Inductance/Capacitance Techniques

Two of the most well-known electromagnetic properties are capacitance and induc-

tance. They represent a material’s resistance to changes in voltage and current,
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respectively. These resistances to changing voltage and current are actually due to

the storage of electric and magnetic fields within the material. This means that a

material’s capacitance and inductance are directly related to its relative constitutive

parameters.

Inductive and capacitive materials and components are commonly used in many

applications, particularly in electronic circuits. In the context of circuit design and

analysis, capacitors most commonly take the form of two parallel conductive plates,

whereas inductors most commonly consist of a looped conductive wire. Examples of

these elements and their circuit representation can be found in Figure 3.1. Reliable

measurements of the inductance and capacitance of individual circuit elements can

be accomplished through straightforward and commonly used procedures similar to

those described in [1]. Due to the relative ease of measuring these properties, coupled

with their direct relationship to permeability and permittivity, the measurement of

a material’s capacitance and inductance provide one avenue for determining its

constitutive parameters.
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Figure 3.1: Inductors/capacitors and their circuit representations.

This particular approach to material characterization requires two separate test

setups and sample configurations, one for each of the constitutive parameters. The

process for measuring permittivity will be examined first. As discussed above, the

capacitive behavior of a material is caused by the storing of electric fields within the

material. This means that a material’s permittivity can be mathematically extracted

from its capacitance, which is obtained by measuring how much the material impacts

the admittance of a simple circuit. In order to do this, a test setup similar to the

one depicted in Figure 3.2 [1] is used.
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Figure 3.2: Test setup for measuring the admittance of a material [1].

This setup consists of two parallel conductors, each with a flat surface of area A,

connected to a power source. A flat sample of the material to be tested is prepared

with known thickness t. Calibration measurements are then made to establish the

baseline admittance of the system and compensate for noise. Next, the prepared

sample is placed between the two electrodes, and the admittance of the test system

is measured again. Once the baselined system admittance is removed from this mea-

surement (effectively isolating the material admittance Y), the complex permittivity

can be extracted through the following relationship [1]:

Y = jω

(
Aε0
t

)
εr = jω

(
Aε0
t

)(
Ct

ε0A
− jG

Aε0ω

)
, (3.1)

In Equation 3.1, C is the capacitance of the sample, G is the conductance of the

sample, and ω is the angular frequency of the excitation.

36



The second test setup required for this measurement technique is used to deter-

mine the permeability of the material of interest. As discussed above, the inductive

behavior of a material is the result of that material storing magnetic fields, which

allows the permeability to be extracted mathematically from the inductance. The

material’s inductive characteristics can be determined by measuring its contribution

to the impedance of a simple circuit. Such a measurement is accomplished using a

test setup similar to the one depicted in Figure 3.3 [1].

Figure 3.3: Test setup for measuring the impedance of a material [1].

The test setup depicted above consists of a test cell with a toroidal cavity in

the center connected to an impedance analyzer. The test cell either contains or

simulates a looped wire with some number of coils. The impedance of the test cell

is first measured while it’s empty. This provides a baseline system impedance and

allows for calibration. A toroidal sample of the material of interest is then prepared

and placed into the cavity of the test cell. The impedance of the system is then
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measured again. The inductance of the sample can then be calculated from the two

impedance measurements through the following equations:

Z = jLω , (3.2)

L = LT − L0 =
ZT
jω
− Z0

jω
. (3.3)

Here, L and Z are the inductance and impedance of the sample, LT and ZT are

the total inductance and impedance of the system when the sample is placed inside,

and L0 and Z0 are the inductance and impedance of the system when the test cell

is empty. Finally, the complex permeability of the material being characterized can

be extracted using its relationship with the impedance of the sample [1]:

µ = 1 +
2πL

µ0H ln C
B

. (3.4)

In Equation 3.4 above, H refers to the height of the sample, C refers to the distance

between the center of the test cell and the outer surface of the sample, and B refers

to the distance between the center of the test cell and the inner surface of the sample.

The inductance/capacitance method of material characterization has become

widely used due to both the relative ease of the measurements and the straightfor-

ward equations used to extract the parameters from those measurements. However,

this technique is not a viable option for the wideband characterization of anisotropic

metamaterials for RF applications. This is due primarily to two limitations, the first

of which is the limited frequency range over which these measurement techniques
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can be utilized. For each of the test setups, as the frequency rises above 1 GHz

the unavoidable parasitic capacitances and inductances in each circuit become large

enough that they create resonances in the signal [2]. These resonances prevent

the accurate extraction of the constitutive parameters at frequencies above 1 GHz.

The other key limitation is that the samples used in the capacitance/inductance

technique must be uniformly excited and must therefore be both homogenous and

entirely nonmetallic [2].

3.2.2 Resonance Techniques

In general, resonance refers to a particular occurrence in wave systems in which the

waves of a system continuously interact constructively with the waves on an applied

excitation, resulting in the growth of the system’s wave amplitude. This growth is

a result of oscillations within the system and occurs when the waves exciting the

system are at a particular frequency, known as the resonant (or natural) frequency.

The resonant frequency of any system is determined by its physical characteristics.

Once a system has begun to resonate, it will continue to oscillate even after the

excitation has been removed. However, some amount of energy will be lost after

each oscillation, and eventually the system will eventually return to a relaxed state.

The rate at which a system returns to a relaxed state after it resonates is referred

to as the quality factor of the system.

As described in [102], the resonance of an electromagnetic system occurs when

the energy stored in the system oscillates between electrical and magnetic states

(i.e. the dissipation of electrical energy generates magnetic energy and vice-versa).
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The frequency at which such an oscillation is directly determined by the capacitance

and inductance of the system as a whole:

ωr =
1√
LC

. (3.5)

In Equation 3.5, ωr is the angular resonant frequency of the system, and L and C

are the inductance and capacitance of the system, respectively. Furthermore, such

a system’s quality factor, Q, can also be related to its inductance and capacitance:

Q =
ωr
BWr

=
1

BWr

√
LC

. (3.6)

Here, BWr refers to the bandwidth of the resonance. Since a material’s inductance

and capacitance are directly related to its constitutive parameters (as described

in Section 3.2.1), the relationships described in Equations 3.5 and 3.6 allow the

constitutive parameters of a material to be extracted from its resonant frequency

and quality factor.

In order to measure the resonant frequency and quality factor of a given material,

a resonant test cell is used. These test cells can take many forms, but an example

of one such device described in [3] is shown in Figure 3.4.
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Figure 3.4: Test setup for measuring the resonant frequency and Q-factor of a
material [3].

Here, a VNA is connected to an empty chamber and the resonant frequency

and quality factor are measured. Next, a solid cylindrical sample of the material is

placed into the resonance chamber and the resonant frequency and quality factor

are measured again. After subtracting out the values of the empty test cell and

isolating the material of interest’s resonant properties, the constitutive parameters

can be extracted. In particular, the measured resonant frequency is used to calculate

the real part of the complex permittivity and permeability, and the measured quality

factor is used to calculate the loss tangents. The equations used for these calculations

are lengthy and require the evaluation of boundary conditions and Bessel functions

for each exciting mode. A detailed description of these types of measurements, along
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with the full set of equations used to extract each of the constitutive parameters

can be found in [2].

Resonance techniques for the determination of a material’s constitutive param-

eters are widely used due to the high level of accuracy they provide. The relative

permittivities and permeabilities extracted from these measurements generally have

errors of approximately 0.1%, much better than the errors present in the other

commonly used techniques (at least 1%) [2]. However, this category of techniques

can only be used to characterize the constitutive parameters of a material over an

extremely narrow band of frequencies in the immediate vicinity of the material’s

resonant frequency. As such they are of limited usefulness when attempting to char-

acterize dispersive materials. It is also not generally feasible to characterize materials

in multiple orientations using resonant techniques, making them impractical when

the material of interest is anisotropic. Finally, it should also be noted that the need

to solve for boundary conditions and to evaluate Bessel functions when calculat-

ing the constitutive parameters from resonance measurements makes the extraction

algorithms for this technique particularly costly, computationally speaking.

3.2.3 Transmission-Reflection Techniques

In Section 2.3 of this thesis, the direct relationships between the constitutive pa-

rameters of a material and its reflection-transmission characteristics were discussed.

Based on these relationships it is possible to characterize the permittivity and per-

meability of a material based on its transmission and reflection coefficients. Fortu-

nately, the increasingly widespread use of wireless and radar technologies has made
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the measurement of the reflection and transmission of RF energy by devices and

materials a common occurrence. These measurements can be made in a relatively

straightforward fashion by utilizing transmission lines and a concept known as the

scattering parameters of a system.

In simple transmission line systems, electromagnetic energy in the RF frequency

range is guided down a specialized path, commonly consisting of either a coaxial

cable or metallic waveguide. The behavior of electromagnetic energy in transmission

lines is well documented and typically depends on two things: 1) the cross section

of the transmission path and 2) the characteristic impedance of the line (which is in

turn dependant on the length of the transmission line with respect to the wavelength

of the energy being propagated through it). More specifically, the cross section of

the transmission path determines the frequency range over which the transmission

line can be used, while its characteristic impedance determines the reflection and

transmission characteristics associated with the transmission line when it is con-

nected to some load. Transmission line characteristics and behavior is described in

detail in [34].

When the electromagnetic waves being propagated down a transmission line

encounters the interface between the transmission line and a connected load, some

portion of that energy is transmitted through into the load, and the rest is reflected

back down the transmission line (if the transmission line itself is assumed to be

lossless). The amount of energy reflected back down the transmission line versus

the amount that is transmitted through the interface is determined by how well
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the the impedance of the load is matched to the characteristic impedance of the

transmission line:

Γ =
Zl − Z0

Zl + Z0

, (3.7)

T = 1 +
Zl − Z0

Zl + Z0

=
2Zl

Zl + Z0

. (3.8)

In Equations 3.7 and 3.8, Γ is the reflection coefficient, T is the transmission coeffi-

cient, Zl is the impedance of the load, and Z0 is the characteristic impedance of the

transmission line.

By connecting each end of a transmission line up to a seperate port that can each

transmit and recieve RF signals as described in [5], the subsequent system becomes

a simple two-port microwave network (as depicted in Figure 3.5).
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(a)

(b)

Figure 3.5: Transmission line transmission-reflection measurements through the use
of 2-port microwave networks. a) Transmission line connected to a VNA. b) EM
waves in a 2-port microwave network.

A good description of the behavior of waves in n-port networks is provided in

[103]. In the two-port network depicted above in Figure 3.5 b), the variables a1 and

a2 denote the transmitted waveforms from ports 1 and 2, respectively. Similarly, b1

and b2 denote the signals recieved by ports 1 and 2. At this stage, it will be assumed

that the system behaves as an isolated, ideal two-port network (i.e. no external

sources of loss or noise). If both both ports are simultaneously transmitting and

receiving, then the recieved signal at port 1 (b1) is equal to the portion of the signal
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transmitted from port 1 (a1) that is reflected back at the port by the system plus

the portion of the signal transmitted by port 2 (a2) that is transmitted through the

system (as depicted in Figure 3.6). Equivalently, the recieved signal at port 2 (b2)

is equal to the sum of the portion of the signal transmitted from port 2 (a2) that is

reflected back at the port with the portion of the signal transmitted by port 1 (a1)

that is transmitted through the system. This can be represented by a set of linear

equations:

b1 = a1S11 + a2S12 , (3.9)

b2 = a2S22 + a1S21 . (3.10)

These equations are usually presented in matrix form:

b1

b2

 =

S11 S12

S21 S22


a1

a2

 . (3.11)
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Figure 3.6: Signals travelling through two-port microwave networks.

The variables Sij in Equations 3.9 through 3.11 are a commonly referred to

as scattering parameters (or S-parameters) and the matrix containing a network’s

S-parameters is called that system’s scattering matrix. S-parameters are widely

used to represent the various impacts of linear networks on electromagnetic signals

propagating though them (losses, noise, gains, reflection-transmission, etc.). Each

S-parameter specifically represents the system impacts on a signal travelling from

one specific port to another specific port. In the S-paramter notation, Sij, the value

of i indicates the port the signal arrives at, while j indicates the port from which it

originated. For instance, S21 refers to the network’s impact on a signal originating

at port 1 and arriving at port 2 [103]. Keeping this in mind, it becomes clear that in

a linear, two-port transmission line network the transmission of energy through the
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system can be fully characterized by either S11 or S22, and the reflection of energy

within the system can be fully characterized by either S21 or S12.

Figure 3.7: Material sample in a waveguide [104]. 1 - Sample under test and sample
holder. 2 - Waveguide test setup. 3 - Simulation of waveguide test setup

Assuming that the interfaces between the two ports and the transmission line

are perfectly matched (in terms of impedance), then no reflection occurs within the

system itself. If this assumption can be accurately made, then the reflection and

transmission characteristics of a material can be measured by placing a portion of

that material in the transmission line, as shown in Figure 3.7 [104]. As long as

the sample completely fills the cross section of the transmission line and is placed

far enough away from any transmitting port that the signal approximates a plane

wave and only the dominant mode is propagating [104], then a signal propagating
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through the network will encounter the three distinct regions portrayed in Figure

3.8. The scattering matrix for each of these regions is:

SI =

 Γ 1− Γ

1 + Γ −Γ

 , (3.12)

SII =

0 T

T 0

 , (3.13)

SIII =

 −Γ 1 + Γ

1− Γ Γ

 . (3.14)

Where Γ is the reflection coefficient of the material placed within the transmission

line, and T is its transmission coefficient. The overall scattering parameters of the

system are then [22]:

STotal = SISIISIII =

Γ(1−T 2)
1−Γ2T 2

T (1−Γ2)
1−Γ2T 2

T (1−Γ2)
1−Γ2T 2

Γ(1−T 2)
1−Γ2T 2

 , (3.15)
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Figure 3.8: Plane wave propagating through a material sample.

It can now be seen that the S11 and S21 parameters of the setup described above

constitute two equations with two unknowns. This allows both the transmission

and reflection coefficients of the material sample to be calculated by measuring

these S-parameters. Recalling from Chapter 2 that the reflection and transmission

coefficients of a material are directly related to the constitutive parameters of the

material by Equations 2.13 and 2.14, it then becomes possible to extract both the

material’s permittivity and permeability using only its measured S-parameters. A

number of extraction algorithms have been developed based on this relationship,

and they will be discussed in more detail later in this chapter.

In order to perform the S-parameter measurements needed for the transmission-

reflection technique, a test setup similar to the one shown in Figure 3.9 [104] is

used. Here, a two-port VNA is used, and each port is connected to a seperate

section of waveguide (although other transmission lines can be used). The sections

of waveguide must be of equal length. Initially, the system is calibrated by taking
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measurements of the S11, S22, and S21 parameters. The system S11 and S22 mea-

surements are typically taken by placing sheets of flat metal flush against the end

of each waveguide and measuring the reflected signal at each VNA port. The S21

calibration typically includes two steps. First, the waveguides are secured together

directly without the sample holder and measuring the transmitted signal. An empty

sample holder is then placed between the two waveguides and the transmitted signal

is measured again. These measurements allow the system’s reflection-transmission

and noise characteristics to be obtained.

Next, a sample of the material to be tested is prepared so that it will completely

fill the cross-section of the waveguide, and so that both of the sides facing the

waveguide antennas are flat and smooth. The preparation of the sample is very

important, as any air gaps or non-planar surfaces in the sample (for solid materials)

will significantly impact the measured S-parameters. The two waveguide sections

are then fixed to one another with the sample secured exactly at the midpoint using

the sample holder used during the calibration. The VNA is set up to transmit a

signal sweep over the frequency range of interest, and the S11 and S21 parameters

are recorded. The system data obtained during the calibration measurements is

then removed, isolating the transmission and reflection data of the sample itself (the

calibrated data may be automatically removed from the measurements by the VNA).

The system configurations for each calibration step and material measurement for

this type of setup is shown in Figure 3.9 [104].
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Figure 3.9: Typical test setup and calibration for the transmission line transmission-
reflection measurement technique using a waveguide [104].

The use of the transmission-reflection technique to characterize the electromag-

netic behavior of materials has seen widespread popularity for several reasons. The

first being that it can be used over relatively large frequency ranges. The frequency

band over which a particular transmission line can be used is dependent on the

physical dimensions of the path along which the waves are propagated. By making

use of multiple transmission lines in testing, a material could be characterized over

a frequency range of interest that is only limited by the size and cost constraints

of the test setup. This makes it an ideal setup for characterizing dispersive media.

This measurement technique is ideally suited to characterizing materials at higher

frequency ranges, easily covering the frequency range of interest in this thesis (2-

10 GHz). In addition, it can be used for to characterize materials in almost any
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state, including solids, powders, liquids, and gases (with proper adjustment of the

test setup/transmission line). Also, thanks to the widespread use of waveguides

and coaxial cables in RF applications, the test equipment is readily available and

relatively inexpensive.

However, this technique does not easily allow for measurements to be taken

when the transmitted signal is obliquely incident to the sample. To make such

measurements, samples need to be prepared with the material structure in different

orientations. This type of sample preparation is complicated and expensive, and

does not reliably capture the angular components of the constitutive parameters in

composite materials/structures.

3.2.4 Free-Space Techniques

The widespread use of antennas in modern technology has led to the extensive

study of the propagation of electromagnetic energy in the RF range through free

space environments. This has included examiniations of the reflection and transmis-

sion characteristics of different antennas, as well as the behavior of electromagnetic

energy travlling through free space when it interacts with the surface of a new

medium (described in Section 2.3). These principles can be used to characterize

the constitutive parameters of a material using a type of measurement technique

commonly referred to as free-space characterization techniques. This measurement

approach is based on the reflection and transmission characteristics of the material

being tested, just like the approach detailed in Section 3.2.3. The use of free-space

material characterization systems has become widespread, and examples of these
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systems are discussed in [13], [14], [16], [17], and [18]. Additionally, a good overview

of the concepts and design of such a system can be found in [22].

Figure 3.10: Test setup for the free-space characterization of EM material properties
[22].

Utilizing a setup similar to the one depicted in Figure 3.10 it is possible to

set up a free space system that behaves as a two-port microwave network, making

it possible to measure the S-parameters at each port and use them to calculate

the system’s transmitted and reflected energy. It is apparent at this point that this

measurement technique relies on the same concepts as those detailed in the previous

section. In this setup, two identical antennas are connected to each port of a two-port

VNA and are secured facing one another. The system is then calibrated, isolating

any background or equipment noise and providing a baseline for the reflection and

transmission characteristics of the system without any test sample in place.

Once the system has been calibrated, placing a sample of material at the mid-

point between the two antennas and measuring the S11 and S21 parameters with

the VNA allows the S-matrix in Equation 3.15 to be used to calculate the reflection
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and transmission coefficients of the sample. Since this measurement method relies

on the same electromagnetic principles as the transmission-reflection method in the

previous section, the algorithms used to extract the constitutive parameters of the

material under test are virtually identical (these will be discussed in more detail in

Section 3.4).

Despite the obvious similarities between the free-space method with the previ-

ously discussed transmission-reflection method, the Free Space approach provides

one significant advantage: it allows for relatively straightforward characterization

of a material at oblique incidences. Because both the sample and the antennas

are secured in a free-space environment, it is fairly simple to reposition any or all

of them is such a way that the propagating waveform encounters the sample at a

non-normal angle of incidence. [82] does a good job demonstrating this reconfig-

urability. Depending on the type of material to be tested and the parameters of

interest, various types of configurations are commonly used for these measurments.

These oblique incidence configurations typically fall into one of two categories; 1)

transmission only (as in [80], [81], [83], [84]) or 2) reflection only (as in [85], [86],

[87], [88]). Reflection only measurements are made by placing a ground plane (re-

flective metal sheet) immediately behind the sample under test and leaving it in a

fixed position while the antennas are rotated around around it, as shown in Figure

3.11. Remembering Snell’s Law of Reflection (Equation 2.16), the transmitting and

recieving antennas are places at +θ and −θ [18], repectively (see Figure 3.13 a)).

The S11 parameter can then be measured.
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Figure 3.11: Reflection-only configuration of the free-space test setup.

Receive AntennaTransmit Antenna

Figure 3.12: Transmission-only configuration of the free-space test setup.

Conversely, transmission only measurements are made by leaving the antennas in

place, rotating the sample about its central axis, and measuring the S21 paramter.

One might be tempted to wonder why the recieving antenna doesn’t need to be

rotated to adjust for refraction. From Snell’s Law of Refraction (Equation 2.15),

when the electromagnetic energy propagating through the system encounters the
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interface between the air and the first face of the sample under test, the angle at

which it is travelling change from Θi to Θt such that:

Θt = sin−1(
n1sin(Θi)

n2

) . (3.16)

However, it then encounters a second interface, going from the sample under test

to air. This second interface is identical to the first, but in the opposite direction

(i.e. n2 becomes the refractive index in the left-hand term of Equation 2.15 and n1

becomes the refractive index of the right-hand term). At this second interface, the

angle in which the EM wave is travelling again changes direction. Using Θfinal as

the new angle of refraction in Equation 2.15 and Θt as the new angle of incidence,

the final angle of propagation can be found:

Θfinal = sin−1(
n2sin(Θt)

n1

) = sin−1(
n2sin(sin−1(n1sin(Θi)

n2
))

n1

) = Θi . (3.17)

Clearly, the final angle of incidence for the wave that is transmitted through the

sample under test is the same as the initial angle of incidence [18], but the overall

path of the wave is altered (see Figure 3.13 b)). This results in a phase shift that

must be corrected in the S21 measurements.
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(a)

(b)

Figure 3.13: Reflection and transmission of plane waves obliquely incident upon a
surface. a) Reflection of a wave obliquely incident upon an interface. b) Transmis-
sion of a wave obliquely incident upon an interface.

Since the transmission only and reflection only free space measurements each

provide just one S-parameter, they can only be used to extract one of the consti-

tutive parameters at oblique incidence. Typically, these approaches to free space

measurement are used to characterize non-magnetic dielectric materials at oblique

incidence, but can be used for any material whose permittivity or permeability is
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both known and not a function of angle. With currently existing free space tech-

niques, multiple test setups must be used in order to fully characterize the angle

dependence of a material’s constitutive parameters, each of which requires its own

calibration. Unfortunately, this increases the complexity and the time required to

make such measurements. It also increases the potential for errrors in the extracted

parmeters.

While the free-space approach does provide the additional benefit of allowing

material characterization at oblique angles of incidence, it also involves a more com-

plex test setup and more potential sources of error than the transmission-reflection

technique discussed earlier. As such the calibration and data processing required for

this approach are more involved, and certain assumptions must be made in order for

the measurements to be valid. The necessary assumptions will be discussed here,

and the calibration and processing requirements will be discussed later in Sections

3.3 and 3.4.

In order for the free space test setup to be reliably used to extract the constitutive

parameters of a material, two key requirements must be satisfied. The first of these is

that the electromagnetic signal transmitted through the system must be propagating

as a plane wave. This requires that the sample be place far enough awar from the

two antennas that it is in their far-field region. If the signal is not propagating as a

plane wave, then phase errors will be introduced to the measured S-parameters [22].

These errors are a result of different portions of the transmitted waveform reaching

the test sample at different times (see Figure 3.14).

59



S
a
m

p
le

 U
n
d
e
r 

T
e
s
t

Non-Planar Travelling Wave

Arrives at time t

Arrives at time t+ t1

Arrives at time t+ t2

Arrives at time t+ t2

Arrives at time t+ t1

Figure 3.14: Phase error of a non-plane wave interacting with a material interface.

To ensure that the sample is in the far-field region of the test antennas, it is

important to properly characterize those antennas. An antenna’s far-field region

varies depending on the type of antenna used, but is primarily dependent on both

the physical dimensions of the antenna and the wavelength of energy that it is

transmitting. In general, an antenna’s far-field distance can be calculated using:

R =
2D2

λ
, (3.18)

In Equation 3.18, R refers to the far-field distance, D refers to the largest dimen-

sion of the antenna, and λ is the wavelength of the transmitted signal. At lower

frequencies (such as S-band), considerations must be made when selecting the test

antennas to balance antenna size and far-field distance.
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The algorithms used for extracting the constitutive parameters from free space

measurements assume that the test signal is a plane wave that only encounter the

three regions shown in Figure 3.8. In the event that the area illuminated by the

transmitted beam approaches or passes the edge of the sample, then direct transmis-

sion and edge diffraction effects begin to occur [22]. These can significantly impact

the measured S-parameters, causing incorrect values for the constitutive parameters

to be extracted. As such, the second requirement for the free space approach to be

used is that the propagating wave is entirely transmitted through the sample with-

out being impacted by edge effects. Ensuring that this is the case requires care to

be taken with the arrangement of the test equipment, and additional considerations

to be made when determining sample size and selecting test antennas.

For the arrangement of the test setup, it is important to ensure that the antennas

are arranged directly facing one another, at the same height and distance from one

another. The sample itself should be secured such that the transmitted beam is

centered on the middle of the sample. It should also have x- and y-dimensions that

are at least 1.5 times the diameter of the illuminating beam [22]. An electromagnetic

beam transmitted by an antenna through free space will broaden the farther it

gets from the end of the antenna (see Figure 3.15 a)). The area of the sample

that gets illuminated by the transmitted beam is further increased for the case of

oblique incidence due to projection (see Figure 3.15 b)). To mitigate this, and keep

the size of the sample under test from becoming prohibitively large, the antennas

used in free space characterization measurements should be selected to have as

narrow a beamwidth as costs allow. Additionally, this provides increased incentive
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to minimize the far-field range of the test antennas. Rather than using higher quality,

more expensive antennas, some groups use dielectric lenses to focus a wider Gaussian

beam, as in [22], [17], [14], and [16]. This reduces the beamwidth and allows it to

approximate a plane wave at much shorter distances than it would normally take to

achieve far field behavior.
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(a)

(b)

Figure 3.15: The effect of projection on the area illuminated by the transmitted
beam of an antenna. a) Illumination area of a beam at normal incidence. b) Illu-
mination area of a beam at oblique incidence.

As a final note, the free space technique for material characterization operates

under the assumption that the transmitted waveform propagates through the sample

in a uniform manner. Put another way, it assumes that the material being tested is

homogenous. As was discussed in Chapter 2, many materials (including all artificial
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dielectric layers), are non-homogenous. In fact, one of the primary interests in

characterizing materials at oblique angles of incidence (as this technique is often

used to do) is to characterize the anisotropic behavior of inhomogenous materials.

It may therefore seem as though the free space measurement technique is limited

use in many modern applications. However, while the representations of permittivity

and permeability found in Equations 2.21-2.26 provide more complete descriptions

of these parameters, they are also difficult to fully extract and are computationally

costly to use. Additionally, for many antenna applications only the behavior of a

material along particular cuts in the φ plane are of interest, making the charac-

terization of each εij and µij component unnecessary. It is therefore possible to

characterize inhomogenous materials with the free space approach by applying the

effective medium theory discussed in Section 2.6 and using the simpler expressions

for the constitutive parameters [37] to characterize permittivity and permeability at

different angles along the φ cuts of interest. This is illustrated in Figure 2.10.

The free space measurement approach provides the most promising path towards

characterizing the constitutive parameters of dispersive, inhomogenous materials

at different angles of incidence. It is the only approach currently available that

meets all of the necessary criteria, and will be the focus of the remainder of this

thesis. Measurements of both the transmission and reflection characteristics can be

made, making it possible to extract both permittivity and permeability. It allows

for the characterization of materials over wide ranges of frequencies, including the

RF ranges that are commonly used in RF applications today. It also allows the
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characterization of materials at various angles of incidence. It has the added benefits

of a straightforward test procedure and sample preparation.

One of the main hurdles to using this method is the initial cost and setup.

These test systems are frequently large and considerably more expensive than those

used for the other measurement options. Also, the need to avoid the impact of edge

diffraction on the measurements requires the use of larger samples in testing, further

increasing the cost of testing. There are also a large number of potential sources of

noise and error when using this approach. Due to the nature of the test setup, this

method is also only viable for solid samples.

3.3 Error and Calibration

After determining which measurement method is preferred, based on the require-

ments of the project for which the charcterization is being performed, it then be-

comes necessary to understand the potential sources of error and noise associated

with the selected measurement setup. Measurement errors and noise can have a

huge impact on the collected data, potentially introducing large errors in the ex-

tracted constitutive parameters and invalidating the characterization of the material

being tested. By correctly identifying these sources of error, it is possible to min-

imize (or eliminate entirely) their impact through a combination of experimental

safeguards, digital post-processing of the collected data, and system calibration. In

this context, experimental safeguards refer to inclusions in the measurement equip-

ment designed to mitigate sources of error (like the use of RF absorbsers), data
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post-processing refers to the removal of noise/error through purely digital means

(such as digital filters), and calibration refers to the removal of noise/error through

direct measurement and correction of said noise/error. This section will describe

the more significant sources of error and noise, and then discuss the development

of a calibration procedure. Since it was determined that the free space method for

the electromagnetic characterization of materials is the best option for this project,

this discussion will be limited to those noise/error sources and calibration concepts

associated with this type of characterization method.

There are two broad categories of noise that can appear in a free space test setup:

environmental and system. Here, environmental noise refers to a combination of

ambient RF energy and external signal sources (other transmitting antennas, cell

phones, wireless transmitters, etc.). System noise refers to noises internal to the

VNA setup, and can include reflections caused by impedance mismatches in the

cables and antennas. As well as noise, various measurement errors need to be

accounted for. In the free space test setup these include misalignment, unwanted

reflections, direct transmission of the signal between the test antennas, and edge

diffraction effects. In this context, misalignment errors can occur when one or

more pieces of test equiment are improperly positioned. This can be caused by the

antennas or focusing lenses (when used) being slightly askew or offset, or by offsets in

the samples position/angle. Unwanted reflections are caused by side lobe reflections

and multiple reflections of the main beam (see Figure 3.16). Direct transmissions

occur when energy from the main beam of the transmitting antenna reaches the

receiving antenna without passing through the sample. Edge diffraction effects were
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discussed earlier in Section 3.2.4. Free-space measurement error and noise sources

are discussed in [22], [45], [105], [42], and [43].
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Figure 3.16: Unwanted Reflections in the Free Space Measurement Setup.

Much of the noise and measurement error involved in free space measurements

can be reduced or eliminated through proper design and careful setup of the test

equipment itself. Careful design and component selection can be used to mitigate

misalignment errors and system noise caused by impedance mismatches. Isolation

of the test setup (for instance by placing it in its own anechoic chamber) can reduce

environmental noise. Direct transmission and edge effect errors can be eliminated

through proper characterization of the test antennas and by using a sample with a

large enough cross-sectional area (x- and y-dimensions at least 1.5 times that of the

antenna beam width). Covering reflective suraces on or near the test setup with
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anechoic foam can reduce unwanted reflections (although it can’t entirely eliminate

them). Any remaining noise/error will need to be dealt with through calibration or

post-processing.

Calibration in the free space measurement technique provides a baseline of a

system’s transmission and reflection characteristics without the sample. This serves

two primary purposes. First, it allows for the characterization and removal of envi-

ronmental and system noise in the measurements. Second, it allows the reflection

and transmission characteristics of the material to be de-embedded from measure-

ments of the system as a whole. Ideally, to characterize a material using reflection

and transmission characteristics, the test signal would be generated and measured

directly at the surfaces of the sample under test, so that nothing else would have

any impact on the measurements. This is not possible in practice, however, as the

test antennas must be placed far enough away from the sample that it is in the

far-field region (as discussed in Section 3.2.4). As such, there are both attenuations

and phase shifts in the signal associated with the time that it travels through the air

between the sample and the test antennas, which can impact the extracted material

parameters. A proper free space calibration must capture these impacts as well as

the system noise.

A number of ways exist to calibrate free-space transmission-reflection measure-

ment systems. [50] and [51] provide good overviews of many of the more common

ones. The simplest free-space calibration is the Thru Reflect (or TR) method, which

is a two stage, four term calibration method [47]. The Thru stage is performed by

measuring the S21 parameter of the system with the full test setup in place but
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nothing in the sample holder, as shown in Figure 3.17 a). This provides a baseline

measurement of the attenuation and phase shift for a signal that is perfectly trans-

mitted through the system. The Reflect stage of the TR calibration is depicted in

Figure 3.17 b). Here, a sheet of highly reflective metal is secured in the sample

holder, and the S11 parameter is measured. Ideally, the thickness of the reflective

sheet should exactly match the thickness of the sample to be tested. This allows

the phase shift and attenuation of a signal that is perfectly reflected through the

system to be baselined. After taking S11 and S21 measurements with the sample in

place, the calibration is applied as follows [47]:

Scal11 =
Smeasured11

R11

, (3.19)

Scal21 = e−ik0t
Smeasured21

R21

, (3.20)

where R11 and R21 are the reference S-parameter values measured during calibration,

k0 is the signal wavenumber in free space, and t is the thickness of the sample under

test. The e−ik0t term in Equation 3.20 is a phase adjustment meant to correct for

the space occupied by the sample [22]. Equation 3.19 assumes that the face of the

reflective sheet is exactly the same distance from the antenna as the face of the

sample to be tested. If that is not the case, then the right side of Equation 3.19

must also be multiplied by a phase correction term [22].
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(a)

(b)

Figure 3.17: Setup for the four term free-space TR calibration. a) Setup for Thru
measurement of the TR calibration. b) Setup for Reflect measurement of the TR
calibration.

It is apparent that the standard TR calibration procedure described above is set

up to be used with one way free space measurements (i.e. only one test antenna is

used to tranmit) where both transmission and reflection measurements are made.

However, the same principles apply to transmission-reflection only measurements

and to two-way measurements. To calibrate transmission-reflection only measure-

ments, only the associated step of the TR calibration is used (Thru for transmission

only and Reflect for reflection only) [82]. For two-way free space measurements, the
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TR calibration is applied identically in either direction, and the additional reference

measurements are used to calibrate S22 and S12 [22]:

Scal22 =
Smeasured22

R22

, (3.21)

Scal12 = e−ik0t
Smeasured12

R12

. (3.22)

In most free space characterization setups, the four term, one way TR calibration is

sufficient. However, if high measurement accuracy is needed and misalignment error

or system noise is a concern, the TR calibration method can be further expanded

with the use of a well characterized isolation samples (opaque metal for transmission

and absorbers for reflection). This is accomplished by running the steps of the two

way TR method, and then measuring each of the four S-parameters again with

the isolation standards in place. These additional measurements are referred to as

isolation terms, and they are used in Equations 3.19 - 3.22 as follows [22]:

Scalij =
Smeasuredij − Iij
Rij − Iij

. (3.23)

More complex free space calibrations have been proposed and used, including

some that have been adapted from existing calibration methods commonly used

in the transmission line transmission-reflection measurement setup. These include

the variable transmission (LNN) [49], variable reflect (LRR) [49], and Thru-Line-

Reflect (TRL) [48] methods. However, while these calibrations can provide higher

measurement accuracy, they require multiple adjustments of the test setup during
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calibration, increasing the run time, complexity, and the potential for introducing

misalignment errors. As this project is focusing on devloping and testing a new

free space test setup, the simple TR method will be sufficient when calibrating for

oblique incidence measurements.

While most other sources of error and noise in the free space setup can be

dealt with through a combination of careful system design work, proper sample

preparation, and calibration, the issue of unwanted reflections persists. While the

use of absorbing foam in the test setup can mitigate the issue of side lobe reflections

from the test equipment and the surroundings, it does not help with the issue of

multi-path reflections from the main beam. In order to deal with this, a post-

processing technique known as time-domain gating is applied. Time domain gating

is a process in which data is filtered by selecting and using only those portions of it

that fall within a certain region of the time domain. It is described in [57] and [22].

In the free space test setup, the distance D between the test antennas and

the sample is fixed and known for any given test being run. Since the velocity of

electromagnetic waves travelling in free space is also a well known constant (c =

2.99792458 × 108 m/s), the time t it takes the main beam of a signal transmitted

by the test antennas to reach the sample, be reflected, and then travel back to the

antenna can easily be determined:

t =
2D

c
. (3.24)
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Any multi-path reflections that reach the antenna will, of course, have travelled

some integer multiple of the distance traveled by the initial reflection and therefore

also take n × t (n = 2,3,4...) seconds to be detected by the antenna (see Figure

3.18). By limiting the range of data in the time domain that is used in extraction

to those that fall near t, these multi-path reflections are removed.

Initial Reflection: 

Returns after t seconds
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Returns after 2t seconds
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Returns after 3t seconds
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Figure 3.18: Multi-path reflections and time domain gating.

73



The VNA collects data at discrete frequency points that need to be converted

to the time domain in order the time-domain gating to be applied. The inverse

Discrete Fourier Transform is used to make the conversion:

x[n] =
1

N

N−1∑
k=0

X[k]ejk
2nπ
N , n = 0, 1, 2, ..., N − 1 (3.25)

where x[n] is the signal in the time domain, X[k] is the signal in the frequency

domain, and N is the total number of discrete data points. The number of samples

taken by the VNA over the test bandwidth BW will determine the unambiguous

range of system [22]:

Runambig =
cN−1
BW

2
, (3.26)

As such it is vital that a sufficient number of samples to be taken based on the test

conditions (bandwidth and sample distance).

3.4 Extraction Algorithms

The last component that needs to be selected when designing a material charac-

terization system is the extraction algorithm. Numerous algorithms have been de-

veloped to extract the constitutive parameters from the S-parameters measured in

free space measurement setups. The most common of these algorithms will now be

reviewed.
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3.4.1 Nicholson-Ross-Weir Algorithm

The Nicholson-Ross-Weir, or NRW, algorithm is the most widely used algorithm for

the free space characterization of materials. It was first developed by A. Nicholson

and G. Ross in 1970 [60], and was later modified by W. Weir in 1974 [61]. [62]

provides a good overview of the NRW algorithm, including its derivation and limi-

tations. The widespread popularity of this algorithm is due to its relative simplicity

and low computational requirements. This algorithm directly computes the consti-

tutive parameters of a sample based on their relationship to the transmission and

reflection coefficients at the interfaces between the material and air. First, the trans-

mission and reflection coefficients are calculated from the measured S-parameters

by defining the parameter χ:

χ =
S2

11 − S2
21 + 1

2S11

, (3.27)

Γ = χ±
√
χ2 − 1 , (3.28)

T =
S11 + S21 − Γ

1− (S11 + S21Γ)
. (3.29)

Next, the parameter Λ is defined:

1

Λ2
= −[

1

2πl
ln(T )]2 , (3.30)
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where l is the thickness of the sample under test. Now the relative permittivity and

permeability can be calculated using Equations 3.32 and 3.31

µr =
2π(1 + Γ)

Λk0(1− Γ)
, (3.31)

εr =
4π2

µk2
0Λ2

, (3.32)

where k0 is the wavenumber of the propagating signal in free space.
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Figure 3.19: Ambiguous nature of the complex logarithm.

The NRW extraction algorithm suffers from one major flaw: the extracted pa-

rameters are ambiguous [62]. This ambiguity arises from the logarithm calculated

in Equation 3.30. The transmission coefficient, T , in this equation is complex val-

ued. Due to the periodic nature of the complex logarithmic function, this results in

Equation 3.30 becoming:

1

Λ2
= −[

1

2πl
ln(T ) + i2πn]2 , (3.33)
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where n can be any integer value. This is illustrated above in Figure 3.19.

Because there are an infinite number of possible solutions to Equation 3.33, there

are similarly an infinite number of possible solutions to Equations 3.32 and 3.32,

which can be vastly different. However, only one of these sets of solutions accurately

reflects the values of εr and µr. Each potential solution to the complex logarithm

is known as a different branch, and this issue is commonly known as the branching

ambiguity. This ambiguity is well documented, and is discussed in [58] and [27].

When the thickness of the sample under test is low with respect to the wavelength

of the transmitted waveform in the sample (l << λr/2), then the correct solution

of Equation 3.33 occurs when n = 0 (referred to as the principle branch) [58].

However, as the thickness increases with respect to the propagating wavelength a

phase wrapping will eventually occur, resulting in the solution switching to another

branch. By keeping the thickness of the sample under test below λr/4, it is possible

to avoid the branch ambiguity. However, since the wavelength of energy traveling

through a material is dependent on its constitutive parameters, this would require

some prior knowledge of the range in which those values fall. It also becomes

increasing difficult at higher frequencies, limiting the range over which a material

could be characterized. It is even more problematic with artificial dielectric layers,

as the thickness of these metamaterial structures often can’t be changed without

significantly impacting their characteristics.

Other direct calculation algorithms have also been developed, such as the well

known Smith algorithm presented in [63], but all suffer from some form of the

branch ambiguity. Due to this, significant efforts have been made to overcome the
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branch ambiguity, which will now be discussed. These will be discussed with repect

to the NRW algorithm, but are directly applicable to the other direct calculation

algorithms.

3.4.2 Additional Direct Calculation Algorithms

There are two primary methodologies used in direct calculation algorithms to over-

come the issue of branch ambiguity. The first is commonly called the phase un-

wrapping or stepwise NRW method, and the second is called the Kramers-Kronig

method. The phase unwrapping method, as presented in [73] and [74], tracks the

phase of the transmission coefficient over the frequency range of interest in order to

determine when a step change occurs.

Recalling that the branch ambiguity is a result of phase wrapping in the trans-

mission coefficient, it is apparent that any branch change will be accompanied by

a large phase jump (either from 359o back to 0o, or vice versa). By computing

the change in phase (∆φ) between each adjacent frequency point, it is possible to

identify these phase jumps and adjust the branch accordingly. However, since the

measured signals are sampled at discrete frequencies, it is unlikely that the full

360o jump will be captured in every case. Instead, a threshold (T∆φ) is set such

that whenever the phase jumps by T∆φ or more from one sample to the next, it is

assumed that the correct branch has changed. T∆φ is typically set at 180o.

This method is simple to implement, and does not significantly increase the com-

putational requirements of the algorithm. However, it does have major limitations.

First, it assumes that the banch at the lowest frequencies being measured is known.
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Generally, it is assumed that this initial branch is the principal branch. Secondly,

it requires that a very large number of frequcy points be measured in the range of

interest in order to avoid missing phase jumps entirely. Finally, this method does

not include any form of self-correction, so any incorrect or missed branch changes

will corrupt the data for all subsequent frequency points in a given set of data.

The Kramers-Kronig method, presented in [67] and [70], makes use of the well

known Kramers-Kronig relationships in order to correct for the phase ambiguity.

This set of relationships allow for the direct calculation of either the real or imaginary

component of a complex function from the other component. For the complex

function:

x(ω) = a(ω) + ib(ω), (3.34)

these relationships take the form:

a(ω) =
1

π
P

∫ ∞
−∞

b(ω′)

ω′ − ω
dω′, (3.35)

b(ω) = − 1

π
P

∫ ∞
−∞

a(ω′)

ω′ − ω
dω′, (3.36)

where P is the Cauchy principal value. From Equation 3.33, it is apparent that

the ambiguity of the complex logarithm lies entirely in its imaginary component.

Since the real part of the complex logarithm can be computed unambiguously for

the measured frequency range, it is possible to use a truncated version of the above

Kramers-Kronig relationships to approximate the imaginary component unambigu-

ously. Due to the necessary truncation of the indefinite integral, the Kramers-Kronig
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approximation will not perfectly match any of the actual solution branches, but it

will provide a close approximation to the ideal solution if applied over a wide fre-

quency range. So, by computing multiple solution branches and comparing them to

the Kramers-Kronig approximation, the solution branch closest to the approxima-

tion at each frequency point can be selected as the correct branch.

Several important considerations should be made when using the Kramers-Kronig

method. Since this approach determines the correct solution branch for each fre-

quency point independently, any branch misidentification at a particular frequency

will not generally impact the rest of the data, meaning that this method has a

sort of built in ”self-correction” mechanism. However, this also results in a signifi-

cant increase in both the complex and computational requirements of an extraction

algorithm. The truncation of the indefinite integrals of the Kramers-Kronig rela-

tionships result in the computed approximation being more accurate the wider the

measured frequency range, so it is best suited for wideband characterization. This

truncation also significantly reduces the accuracy of the approximation near the

upper and lower frequency bounds. Finally, in T/R and free-space measurements,

the branches of the transmission coefficient converge as the thickness of the sam-

ple (l) approaches any integer multiple of one half of the wavelength of the energy

propagating through the sample (see Figure 3.20). This makes it extremely difficult

to accurately extract the material parameters at or near those frequencies where

λ = 2× n× l.

80



Branch n=0

Branch n=1

Branch n=2

Branch n=-1

Branch n=-2

Figure 3.20: Branch convergence and the Kramers-Kronig approximation.

3.4.3 Iterative Algorithms

Additional algorithms to extract the constitutive parameters of materials have been

developed that make use of iterative root-finding and minimization algorithms. The

most famous of these is the NIST algorithm [5] that makes use of the Newton-

Raphson root finding method, but various others have been developed that make

use of a variety of techniques (such as the evolutionary algorithms used in [77] and

[79]). These iterative algorithms follow the same general approach.

First, an initial estimation of the constitutive parameters is set. If the expected

values are know, then these can be used. Otherwise, an initial estimate can be

calculated using one of the direct computation algorithms (such as the NRW or

Smith algorithms). These initial estimates are then used to compute approximations

of the reflection and transmission coefficients. The Γ and T approximations are
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compared to the values computed from the measured S-parameters. Next, a small

change is applied to the constitutive parameter estimates based on the selected root

finding/minimization technique, and the approximation of Γ and T are recomputed

and recompared to the measured values. This process is repeated until the difference

between the approximated and measured values of Γ and T is approximately zero.

Using iterative algorithms to extract the constitutive parameters has the key

advantage that the obtained results are unambiguous. This makes these algorithms

more reliable when characterizing materials over wide ranges of frequencies. How-

ever, since the parameters must be iteratively determined at each frequency point,

these algorithms are computationally costly and have much longer runtimes than

those that directly compute ε and µ. Also, both the accuracy of the extraction and

the computational requirements of these algorithms are highly dependent on the

quality of the initial estimates for ε and µ.

In general, the constitutive parameters of materials change slowly over frequency.

This means that the values of ε and µ at adjacent frequency points will be very close,

even for dispersive materials. By making use of this fact, the high computational

requirements and runtimes of iterative algorithms can be reduced. If an accurate

estimation of ε and µ can be obtained and used to find the constitutive parameters

for the lowest frequency point of interest, then the obtained result can be reliably

used as the initial estimate to compute the parameters for the next frequency point.

Using the computed values of ε and µ at each frequency point as the estimates for

the next frequency point, the number of iterations required is significantly reduced,
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which in turn lowers the computational requirements and runtime of the utilized

algorithm.

3.5 Summary

The primary goal of this thesis is to design a system to fully characterize the con-

stitutive parameters (i.e. both real and imaginary parts of permittivity and per-

meability) of anisotropic materials over the S-, C-, and X- frequency bands. Based

upon these constraints, the measurement technique must be able to measure the

electromagnetic characteristics of solids over the minimum frequency range of 2-10

GHz. Additionally, the selected technique must allow for materials that are dis-

persive, inhomogeneous, and that contain metallic components. Due to the general

structure of metamaterials, particularly those used in artificial dielectric layers, it

is also preferable that the samples to be tested be solid sheets, meaning that the

sample preparation should be nondestructive. As was mentioned previously in this

chapter, the only measurement appraoch that meets all of these requirements is the

Free-Space Transmission-Reflection method. As such, the designed test system will

be a free-space system that allows for measurement at oblique angles of incidence.

At this stage of the project, testing will be limited to proof of concept testing. As

such, calibration of the system for the normal incidence case will be done using the

well known TRL calibration, and for the oblique incidence case will be done using

the straightforward TR calibration. More elaborate calibration can be developed

and implemented at a later stage to improve system performance. Post-processing of
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the data will be limited to time-domain processing. Additionally, extraction will be

done only for normal incidence using one of the simple direct calculation algorithms

(either NRW or Smith). Due to the work presented in [89], [90], [91], [92], [93],

[94], [64], [95], and [96], it will be sufficient for proof of concept to measure the

S-parameters for the oblique case and compare against simulated data.
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Chapter 4

Proposed Method for the Characterization of

Anisotropic Materials

4.1 Introduction

This chapter will focus on the design and testing of a new free-space test setup to

charaterize the constitutive parameters of anisotropic metamaterials. This discus-

sion will begin with an examination of the necessary considerations that must be

used for this type of characterization, as well as the issues that exist with current

techniques. Then an overview of the proposed test method will be provided, focus-

ing on its limitations and potential benefits. Following this will be a discussion of

the designed measurement system, the iterations the design process went through,

and the construction of the system. Next, the proof of concept testing performed

on the system will be detailed, including descriptions of the methods used for cali-

bration, measurement, and parameter extraction. This chapter will conclude with

an analysis of the data collected during testing.
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4.2 Considerations and Issues with Current

Techniques

As was determined in Chapter 3 of this thesis, only the free-space method allows

for the nondestructive, wideband characterization of materials at oblique angles of

incidence. Historically, these free-space test setups have consisted of two antenna

fixed so that they directly face one another, with the material to be tested secured

equidistantly between them. Due to the plane wave requirements of this technique,

most modern systems also have Gaussian focusing lenses attached to the ends of

the antennas in order to reduce the width of the transmitted beam and the required

distance between the antennas and the sample (which also reduces the minimum

sample size). For the normal incidence case, this type of setup allows for relatively

straightforward and reliable characterization of both of a material’s constitutive

parameters for various cuts in φ. It quickly becomes apparent, however, that such

a test setup is severly limited for the case of oblique incidence.

In order to extract both the permittivity and permeability of a material using

the free-space method, measurements must be made of both the S21 parameter

(transmitted energy) and the S11 parameter (reflected energy). With regards to the

measurement of the reflected beam in a free-space characterization setup, the ”S11”

parameter doesn’t actually refer to the energy returning to port 1 of the VNA,

but rather to the specular reflection (for the normal incidence case these are the

same thing). When the propagating beam is obliquely incident upon the surface of

the material sample, the transmitted portion of the beam is refracted at the first
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air/material interface, and then undergoes an equal but opposite refraction at the

second interface, resulting in S21 experiencing a phase offset, but no net change in

direction (see Figure 3.13). The specular reflection, on the other hand, ends up

being redirected away from either antenna along an entirely new path (see Figure

4.1). As such, these specular reflections cannot be measured using the traditional

free-space test setup.

S21 Receiver

Material Under Test

Transmit

Antenna

Specular

Reflection

Figure 4.1: Specular reflection in the free-space test setup for the case of oblique
incidence.

In order to overcome this limitation and characterize materials at oblique in-

cidence, modern test facilities assume that the material being tested has constant

permeability and use either the transmission-only or reflection-only methods de-

picted in Figures 3.11 and 3.12. However, the assumption of constant permeability

frequently cannot be made for metamaterials, so a different approach is needed

to characterize them. It is technically possible to use two seperate test setups to

measure both the oblique incidence transmission and reflection characteristics seper-

ately, but this significantly increases testing time and complexity, requires multiple
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calibrations, and greatly increases the likelihood and impact of misalignment errors

during testing.

4.3 Overview of Proposed Method

This thesis proposes a novel approach to the free-space characterization of anisotropic

metamaterials. Rather than using the traditional two antenna approach, a third an-

tenna will be added to the test setup. This third antenna will be mobile, allowing it

to be easily adjusted in order to measure the spectular reflections for a wide range

of incidence angles. This new measurement approach is depicted in Figure 4.2.

Transmit

Antenna

S11 Receiver

S21 Receiver

Material Under Test

Figure 4.2: Proposed approach for the free-space characterization of anisotropic
metamaterials.
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A three antenna setup for free-space characterization with at least one mobile

antenna would have far more versatility than the more traditional transmission-

reflection-only systems. Such a system could be designed to allow for 2- or 4-

parameter normal incidence, transmission-only, reflection-only, and 2-parameter

oblique incidence measurements. All of which could be accomplished without al-

teration of the system. Also, in the case of 2-parameter oblique incidence mea-

surements, the proposed measurement approach would allow all of the necessary

measurements to be taken using a single test setup, and would only require a single

calibration, making it faster, simpler, and more reliable than using multiple test

setups.

While the three antenna approach would provide expanded functionality and

versatility over other free-space measurement systems, it does introduce additional

challenges as well. Adding a third antenna and the associated support structure

increases the size and complexity of the test system. Additional alignment and

calibration steps would be necessary to avoid introducing additional system and

alignment errors. It also requires the ability to simultaneously connect three anten-

nas to a VNA. This would require either using a VNA with more than two ports,

which would significantly increase the overall system cost, or would require the use of

a RF swith, which further increases the system complexity and would introduce ad-

ditional losses. The addition of a third antenna and its associated support structure

and connection components to the system would increase the overall system cost

when compared with an equivalent two antenna system (although the cost would

be less than building both the transmission-only and reflection-only systems).
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Additionally, for use at lower RF bands, the use of Gaussian beam focusing lenses

would not be practical with the three antenna measurement system proposed here.

This due to the size of these lenses, which at S-band frequencies have diameters

of several feet [22]. Such large lenses would be extremely difficult to manuever,

and would significantly limit those angle of incidence for which a material could be

characterized. As such, an alternative must be found in order to minimize the far

field distance and overall illumination area of the propagating wave.

4.4 Measurement Apparatus Design

After examining the feasability of a three antenna free-space measurement system,

along with it’s potential benefits and limitations, it was determined that such a

system could be developed and the concept drawing shown in 4.3 was created. In

this initial concept, the system would consist of an elevated rotary table surrounded

by three antenna mounts. A test sample would be fixed to the rotary table, which

would allow the incidence angle to be easily adjusted. The antenna mounts would

allow adjustment of both the height and the horizontal distance from the sample

of each antenna. The initial design concept consisted of two fixed antenna mounts

and one mobile one. The two fixed antennas would directly face one another and

measure the S21 and normal incidence S11 parameters. The final antenna would be

able to be rotated around the test sample in order to measure the specular reflection

at oblique angles of incidence.
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Vertically Mounted

Linear Actuators

Horizontally Mounted

Linear Actuators

Figure 4.3: Initial design concept.

After the initial concept drawing was made and reveiwed by the team, a $10,000

budget was allotted for the system. Additionally, a rotary table and VNA already

owned by the team were provided. Two weeks were then spent refining the design,

sourcing potential parts, and creating a model of the system. During this time, it

was decided that all three antenna mounts would be made mobile in order to allow

for more test flexibility and easy modfication/expansion of the system in the future.

The initial design model of the proposed system was developed in Solidworks, and

is depicted in Figure 4.4.
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At this stage, the design could be divided into three subsystems: 1) the base

and central mount assembly (see Figure 4.5), 2) the antenna mount assemblies (see

Figure 4.6), and 3) the track and cart assembly (see Figure 4.7). The base and central

mount assembly depicted here consists of a base plate, two elevating platforms, and

a rotary table. The base plate is a 52”×52”×0.5” square sheet of metal that serves

as a support structure/mount for the rest of the system. The larger track and both

elevating platforms would be mounted directly to the base plate. The first of the

two elevating platforms has a radius of 7.67” and a height of 0.79”. It serves to

elevate the smaller track (which is mounted to this platform) to the same height as

the larger one. The second elevating platform would have a radius of 4.9” and a

height of 3.9”. It would be fixed on top of the first elevating platform, and would

serve as the fixture for the rotary table. A sample being tested would be fixed to

the rotary table, which allows the sample to be rotated for characterization of the

material at oblique incidences.

The antenna mount assembly consists of two 19.69” long stepper motor driven

linear actuators with attached gantry plate carts and a 9.84” long C-Beam linear

rail. One of the linear actuator and cart pairs is fixed in the horizontal plane

and is used to control the distance from the antenna to the test sample. The

second actuator/cart pair is mounted verically to the gantry plate cart of the first.

Doing this allows both the height and horizontal distance of the antenna to be

simultaneously and indepently controlled. Finally, the linear rail is fixed to the

gantry plate cart of the vertical actuator and serves as the actual support for the

antenna. These components were all sourced from Openbuilds.
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The track and cart assembly consists of two circular metal tracks and six carts

(three for each track) designed to travel smoothly around the tracks. Such track and

cart systems are commercially available, and the ones used in this design model are

from HepcoMotion. The larger track has an inner radius of 23.6”, an outer radius of

26.4”, and a height of 0.79”. The smaller track has an inner radius of 6.3”, an outer

radius of 7.5”, and a height of 0.39”. Each of the three antenna mount assemblies is

fixed to one pair of carts (one on the larger track and one on the smaller track). This

allows the antennas to be rotated around the sample under test while maintining a

constant distance from it.
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Figure 4.4: Initial Solidworks design model.
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Figure 4.5: Initial Solidworks design model of subsystem 1: base and central mount
assembly.

Figure 4.6: Initial Solidworks design model of subsystem 2: antenna mount assembly.
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Figure 4.7: Initial Solidworks design model of subsystem 3: track and cart assembly.

Once an initial design model was completed, a design review was held. During

this review, it was determined that the cost of the track and cart system needed

to be replaced with something else. This was due in part to high cost, and in part

to the excessive tolerance requirements of having the antenna mount assemblies

connected between two concentric circular tracks. This required significant redesign

work to be made, resulting in a second iteration of the design models. The second

iteration of the model of the overall system is shown in Figure 4.8. The track and

cart subassembly was removed entirely. Instead, the antenna mount assemblies are

mounted on omnidirectional rollers and connected to the central mount via ball

bearings. The revised system design consists of two subsystems: 1) the base and
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central mount assembly (see Figure 4.9) and 2) the antenna mount assembly (see

Figure 4.10).

The revised base and central mount assembly consists of a base plate, a mounting

structure, and a rotary table. Without the tracks defining the minimum size of the

base plate, the overall size could be reduced. It now consists of a tight tolerance

48”× 48”× 0.5” square aluminum sheet. This sheet serves as the support structure

for the overall system, and the central mounting structure is mounted directly to it.

It was important that the base plate be tight tolerance in order to make sure that

the surface the antenna mounts roll across is perfectly flat. The central mounting

sturcture consists of an 8.5” long solid aluminum pipe with 1” diameter, two high-

pressure pipe flanges, and three flange-mounted ball bearings. The pipe flanges are

secured to either end of the pipe, with one fixing the pipe to the base plate and the

other fixing the rotary table to the pipe. This both secures the rotary table at the

exact center of the test setup and elevates it so that the sample is well above the

aluminum base plate. The flange-mounted ball bearing are secured around the pipe,

and the flanged ends are each connected to one of the antenna mount assemblies.

This allows the antennas to be rotated around the sample without impacting the

distance between the antennas and the sample. All of the components for the central

mounting structure were sourced from McMaster-Carr.

The revised antenna mount assemblies are largely the same as the in the previous

design iteration, but with two additions. In order to make the antennas mobile

without the track and cart assembly, each antenna mount assembly is now also fixed

atop a 39.37” long V-Slot linear rail that gets connected to the central mounting
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structure and an omnidirectional ball transfer. The use of ball transfers allows for

free movement of each antenna mount subassembly over the surface of the base

plate. The addition of the longer linear rail connected to the central mount ensures

that this motion is limited to being purely rotational.
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Figure 4.8: Final Solidworks design model.
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Figure 4.9: Final Solidworks design model of subsystem 1: base and central mount
assembly.

Figure 4.10: Final Solidworks design model of subsystem 2: antenna mount assem-
bly.
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After revision of the design model was completed, a second design review was

held. In this review, it was recommended that each antenna mount assembly have

two sets of two omnidirectional ball transfers, spaced far enough apart that they

could stand upright when not connected to the central mount. Doing so would help

the overall stability of the system, and help to minimize offset errors in measurement.

It was also determined that a small precision machined aluminum transfer plate

should be placed between the rotary table and the central mount. This would allow

for easy replacement of the rotary table (when needed), and help minimize offset

errors in testing. Aside from those two minor adjustments, the design was approved

as presented, and parts were ordered.

All parts used in the design of the system were commercially available at rela-

tively low-cost. The linear actuators, stepper motors, and gantry cart assemblies

were purchased through OpenBuilds, and the rest of the rest of the antenna mount

subassemblies and central mounting structure were purchased through McMaster-

Carr. The linear actuator assemblies selected for automation of the system were

the V-Slot NEMA 23 lead screw linear actuators with NEMA 23 stepper motors

available from OpenBuilds. These actuator/motor assemblies provide high torque

at low speeds, and are accurate to within 0.091mm (see the OpenBuilds website for

the NEMA-23 linear actuator and DQ542MA stepper motor documentation). The

aluminum sheets were ordered from through the ARRC engineering team. The ro-

tary table, VNA, and rf cables/components were provided by OU’s PAARD team.
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The provided rotary table was the Velmex 4800 Series with attached VXM step-

ping motor controller. The VNA was the Copper Mountain Technologies PLANAR

804/1. This VNA operates over the frequency range from 100 kHz to 8 GHz.

In addition to the test setup itself, a control and power subsystem was designed

for the linear actuators. This subsystem consisted of one 24V Meanwell power supply

(available from OpenBuilds), six DQ542MA stepper motor drivers (available from

OpenBuilds), and one TinyG CNC controller board v8 (avalable from Adafruit).

The DQ542MA stepper motor driver is a 2-phase hybrid stepper motor driver that

is ideal for bidirectional control of the NEMA 23 stepper motor. The DQ542MA

stepper motor driver manual can be found online at the OpenBuilds website. The

TinyG CNC controller board v8 is a microcontroller designed for use as a motor

control board. It has four motor outputs (two one-directional and two bidirectional),

has a simple USB interface, and comes preloaded with control firmware that allows

axis mapping of the motor outputs and motor control through G-code commands.

The final components needed to complete the system were the antennas. The

antennas selected were polyrod antennas designed by Allessio Mancinni (similar to

those described in [106], [107], and [108]). These antennas were desirable for several

reasons. They have narrow beamwidths and extremely short far-field ranges, which

help to minimize the minimum sample size needed for testing. This also removed

the need to use focussing lenses , reducing the overall size and complexity of the

test system. These antennas could also be 3-D printed at the OU ARRC facility,

substantially reducing lead time and cost. For this thesis project, testing was limited

to the H-band, so the printed antennas were designed to operate from 7-10 GHz, and
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are shown in Figure 4.11. These antennas have a far-field range of two inches. After

being printed in the labs, each antenna’s return loss was measured and was found

to be ¡10dB for the center frequency of interest (see Figure 4.12). The beam pattern

for each antenna was also measured using the ARRC’s far field chamber, as shown

in Figure 4.13. The patterns were found to be extremely consistent between the

printed antennas, as shown in Figure4.14, with a 3 dB beamwidth of approximately

10o.

Figure 4.11: Final design: polyrod antenna.
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Figure 4.12: Final design: antenna return losses.
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Figure 4.13: Final design: antenna beam pattern measurement setup.
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Figure 4.14: Final design: antenna beam patterns.

Finally, the system was assembled in the OU ARRC facility. The fully assembled

system is shown below in Figure 4.15. Figures 4.16 and 4.17 show the fully assembled

antenna mount and central mount, respectively.
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Figure 4.15: Final design: fully assembled system. Top: side view. Bottom: top-
down view
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Figure 4.16: Final design: antenna mount assembly.

Figure 4.17: Final design: central mount assembly.
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4.5 Materials Used in Testing

The ultimate goal for this system is to allow for the full characterization of anisotropic

materials over a wide range of incidence angles. However, since this is a newly de-

signed and built system, the majority of the proof of concept testing performed for

this thesis project was limited to simple isotropic dielectrics. The characteristics

of these materials are well documented, allowing the evaluation of system itself, as

opposed to the material samples. At this stage of the development process, it also

made it more clear what improvements may need to be made to the system, cali-

bration process, or extraction algorithm. Normal incidence testing was performed

on four isotropic samples: 1) 1.57 mm thick FR4, 2) 1.01 mm thick 5880, 3) 1.52

mm thick 4350B, and 4) 1.52 mm Rohacell. The thickness of the samples was kept

well below λ/[4
√

(εrµr)] in order to avoid the Smith algorithm’s branch ambiguity.

Due to the existence of various oblique incidence extraction algorithms whose per-

formances have been proven using simulated data (as in [89], [90], [91], [92], [93], and

[94]), when proving the system’s ability to characterize materials at oblique angles

of incidence it was sufficient to demonstrate that the measured S-parameters with

respect to incidence angle closely match the simulated values. Oblique incidence

testing was performed on the isotropic medium FR4 and an anisotropic frequency

selective surface designed and provided by Dr. Qamar Zeeshan.
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Figure 4.18: Frequency selective surface used in oblique incidence testing.

The provided frequency selective surface (depicted in Figure 4.18) was designed

to behave as a spatial bandpass electromagnetic filter with the passband centered

at 7.5 GHz. This engineered material consisted of a single layer of copper patch

elements between two layers of Rogers 4350B. The layer of copper patch elements

is used to introduce capacitive and/or inductive behaviors that set the filter charac-

teristics of the material. Capacitive behavior is achieved through the use of square

copper patches, as shown in Figure 4.19 a), while inductive behavior is achieved

through the use of a copper wire mesh, as shown in Figure 4.19 b).
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(a)

(b)

Figure 4.19: Frequency selective surface (FSS) capacitive and inductive meshes. a)
FSS capacitive mesh. b) FSS inductive mesh.

The provided frequency selective surface achieves the desired bandpass filter

behavior through the use of a copper layer consisting of a combination of capacitive

square patches and an inductive wire mesh. This copper layer is depicted in Figure

4.20, where Lo = 7mm, Li = 5.6mm, W = 1.5mm, and P = 10mm.
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Figure 4.20: Copper layer of frequency selective surface used in oblique incidence
testing.

4.6 Calibration and Measurement

Once the system was assembled, proof of concept testing was conducted. This con-

sisted of two distinct sets of measurements. First, four materials were characterized

at normal incidence. Then, the transmission and specular reflection of two materials

(one isotropic and one anisotropic) were measured with respect to incidence angle.

All measured data was then compared with ideal values simulated in HFSS. Both

sets of measurements were made over the frequency range 7-8 GHz.

First, the alignment of the system was set. This was accomplished in several

stages. A metal sheet was secured to the rotary table at the center of the test setup,

and the three horizontal linear actuators were manually adjusted so that the tip of

each antennas was just flush with the surface of the metal sheet. The rotational

position of two of the antenna mount assemblies were then adjusted using a two
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axis laser level and 90o angle ruler until they were both exactly perpendicular to

the surface of the metal sheet. These two antenna mount assemblies were secured

in these positions using L-brackes fixed to the base plate. Next, the metal sheet was

removed and the three vertical linear actuators were manually adjusted until the

antennas were at the same height. This was verified using digital levels. Finally, the

two axis laser level was again used to verify that the two previously fixed antenna

mount assemblies were aligned with respect to one another.

At this stage, the system was powered on, and all subsequent adjustments of the

linear actuator positions was handled programmatically. This was done by sending

gcode commands via USB connection to the TinyG CNC controller board v8 using

a free terminal software called CoolTerm, as shown in Figure 4.21. Calibration,

time-domain gating, and data collection were all done using the Copper Mountain

Technologies S2VNA VNA control software. A custom calibration kit was defined

and used for all testing in this project. This calibration kit was created according to

the procedure found in Chapter 5 of the S2VNA Operating Manual available from

the Copper Mountain Technologies website, and is shown in Figure 4.22.
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(a)

(b)

Figure 4.21: Testing: automated linear actuator control using CoolTerm. a)
CoolTerm connection options setup screen. b) CoolTerm command window.
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Figure 4.22: Testing: S2VNA calibration kit.

4.6.1 Normal Incidence

When extracting the parameters at normal incidence, the system was calibrated

using the S2VNA’s 2-port TRL calibration. This calibration is shown in Figure

4.23. The horizontal position of the antennas was adjusted so that the tip of each

antenna was two inches from the surface of the test sample. A copper plated sample

with the same thickness as the sample to be tested was then placed in the sample

holder fixed to the rotary table, and measurements of S11 and S22 were taken for

the case of perfect reflection. Then the copper plated sheet was removed and S21

was measured for the case of direct transmission. Next, the seperation between the

antennas was increased by λ/4 of the center frequency, which for this testing was

10 millimeters, and the direct S21 was measured for this longer path. Finally, the
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antennas were returned to their previous positions, and the calibration was applied

in S2VNA.

101.6mm

111.6mm

Figure 4.23: TRL calibration used in normal incidence testing. Top: reflect mea-
surement. Middle: thru measurement. Bottom: line measurement.
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After the system was calibrated, the sample under test was placed in the sample

holder as shown in Figure 4.24, and measurements were taken of S11 and S21. In

order to minizize the effects of unwanted reflections, time-domain gating was applied

to the data. This was done in S2VNA according to the procedure found on pages

228-230 of the S2VNA Operating Manual. For this testing, the gating settings were

as follows: 1) type - bandpass, 2) window shape - normal, 3) Span - 10 ps, 4) Center

- 0 ps. A phase correction of e−ik0t was applied to S21 in post-processing to correct

for the difference in calibration path length between S21 and S11 that occurs in

free-space TR or TRL calibration (as described in [22]). Finally, permittivity and

permeability were extracted from the measured S-parameter data using the Smith

algorithm described in [63], and these extracted parameters were compared with

ideal values extracted using simulated data.
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Figure 4.24: Testing: normal incidence measurement.

4.6.2 Obliquel Incidence

When extracting the parameters at oblique incidence, the system was calibrated

using the TR calibration method. With the Planar-804/1 VNA and S2VNA software

this required two independent Response (Thru) calibrations. These calibrations

could be easily stored and recalled using the Store/Recall State features of the

S2VNA software, as detailed in Chapter 7 of the S2VNA Operating Manual. As

with the normal incidence measurements, the horizontal position of the antennas

was first adjusted so that the tip of each antenna was two inches from the surface of

the test sample. Next, the rotary table was rotated to the desired angle of incidence

using the VXM stepping motor controller. The third antenna mount assembly
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was then rotated so that its incidence angle was equal but opposite to that of the

transmit antenna. This angle was verified using the two axis laser level. A copper

plated sample with the same thickness as the sample to be tested was then placed

in the sample holder (as shown in Figure 4.25), and the specular reflection S31 was

measured for the case of perfect reflection. This calibration was applied, and the

state was saved as State 1. Then the copper plated sheet was removed and S21 was

measured for the case of direct transmission, (as shown in Figure 4.25). This second

calibration was applied and the state was saved as State 2.
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Figure 4.25: Testing: free-space Thru-Reflect (TR) calibration. Top: thru measure-
ment. Bottom: reflect measurement.
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After the system was calibrated, the sample under test was placed in the sample

holder, and measurements were taken of the specular reflection (S31) using the State

1 calibration and transmission (S21) using the State 2 calibration. In order to

minizize the effects of unwanted reflections, time-domain gating was applied to the

data. This was done in S2VNA according to the procedure found on pages 228-230

of the S2VNA Operating Manual. As with the normal incidence testing, the gating

settings were as follows: 1) type - bandpass, 2) window shape - normal, 3) Span - 10

ps, 4) Center - 0 ps. The measured S-parameters then were compare with simulated

values with respect to incidence angle.

Figure 4.26: Testing: oblique incidence measurement.
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4.7 Results

The results of normal incidence testing are presented below in Figures 4.27-4.38.

From Figures 4.27, 4.30, 4.33, and 4.36, it can be seen that the measured values

of S21 match perfectly with the simulated values for all four test samples. There is

also close agreement between the measured and simulated values of S11. With S11,

however, there is a non-negligible difference between the measured values and the

simulated ones that varies with respect to frequency. This is strongly indicative of

a phase error present in the measurement of S11. This is further demonstrated in

Figures 4.28-4.29, 4.31-4.32, 4.34-4.35, and 4.37-4.38. Here it can be seen that there

is excellent agreement in all cases between between the measured and simulated ε
′

(with errors at or below 2.2%), which is primarily dependent on S21. For ε
′′

and µ,

which are more dependent on S11, the error is much higher (frequently more than

10%). Also, the difference between the measured and simulated values of ε
′′

and

µ become less as the permittivity of the material gets closer to 1. This is because

more energy is transmitted through the material rather than reflected, reducing the

overall impact of the S11 phase error.

The observed S11 phase error is common in new free-space test setups, and

is almost certainly due to some combination of two factors. First, the reflection

standard used for calibration for each sample consisted of a sample of equal thickness

that was copper plated. This results in a difference between the calibrated path

and the test path equal to the thickness of the copper. This potential source of

error can be mitigated during the next phase of the project by determining the
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thickness of the copper and applying a phase offset in post-processing similar to

the one that was applied to S21. The second likely cause of the phase error in

S11 is small offset/alignment errors in the test setup. If the samples were slightly

offset from the center of the test setup, or the rotary table was slightly rotated

(resulting in a very small angle of incidence), a non-negligible phase error would be

introduced. This potential source of error should be investigated further in the next

phase of system development. It’s impacts could be mitigated through the use of 4-

parameter calibration and extraction techniques or by adding isolation standards to

the calibration process. The characterization and removal of this S11 phase error will

take some time, but will otherwise be trivial and does not reflect a major limitation

of the system itself. These results are very promising, and demonstrate the ability

of the system to properly characterize both permittivity and permeability at normal

incidence.
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Figure 4.27: FR4 seasured and simulated S-parameters at normal incidence.
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Figure 4.28: FR4 measured and simulated permeability at normal incidence.

124



7 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9 8

Frequency(GHz)

-2

-1

0

1

2

3

4

5

6

P
er

m
it

ti
v

it
y

FR4

'

"

Simulated

Measured

Figure 4.29: FR4 measured and simulated permittivity at normal incidence.
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Figure 4.30: 4350B measured and simulated S-parameters at normal incidence.
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Figure 4.31: 4350B measured and simulated permeability at normal incidence.

7 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9 8

Frequency(GHz)

-2

-1

0

1

2

3

4

5

6

P
er

m
it

ti
v

it
y

4350B

'

"

Simulated

Measured

Figure 4.32: 4350B measured and simulated permittivity at normal incidence.
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Figure 4.33: 5880 measured and simulated S-parameters at normal incidence.

Figure 4.34: 5880 measured and simulated permeability at normal incidence.
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Figure 4.35: 5880 measured and simulated permittivity at normal incidence.

Figure 4.36: Rohacell measured and simulated S-parameters at normal incidence.
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Figure 4.37: Rohacell measured and simulated permeability at normal incidence.

Figure 4.38: Rohacell measured and simulated permittivity at normal incidence.
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The results of the oblique incidence testing for FR4 are presented below in Fig-

ures 4.39 and 4.39. In particular, Figure 4.39 shows the measured and simulated

S-parameters of FR4 at 7.5 GHz with respect to incidence angle. These measure-

ments were made at 0o, 30o, 45o, and 60o.
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Figure 4.39: Measured S-parameters with respect to incidence angle.
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Figure 4.40: FR4 measured and simulated S-parameters with respect to incidence
angle.

The results of the oblique incidence testing for the custom frequency selective

surface are presented below in Figures 4.41. These results show the measured and

simulated S-parameters of the frequency selective surface at 7.5 GHz with respect

to incidence angle. These measurements were made at 0o, 15o, 30o, 45o, and 60o.
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Figure 4.41: Frequency selective surface measured and simulated S-parameters with
respect to incidence angle.

For both FR4 (isotropic medium) and the frequency selective surface (anisotropic

medium), the oblique incidence measurements and observed data trends match the

simulated values very well. These results are extremely promising, and demonstrate

(in conjunction with the findings of [89], [90], [91], [92], [93], and [94]) the ability of

the system to fully characterize both isotropic and anisotropic materials at oblique

angles of incidence.

4.8 Summary

In this chapter, the new system developed for this thesis was presented. This be-

gan with a discussion of the issues that exist with current systems that drove the
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development of this new system, followed by an overview of the method being pro-

posed. The design and assembly of the newly developed system was then described.

This included discussions of the intial concept drawing, each major design iteration,

and the fully assembled system. The proof of concept testing was then described,

including descriptions of the samples that were tested as well as the calibration pro-

cedures, test procedures, and extraction/post-processing that was applied. Finally,

the results of the proof of concept testing were presented. These results were very

positive, demonstrating the capabilities of the system and successfully proving the

concept.
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Chapter 5

Conclusion

5.1 Conclusion

This thesis project focused on the conceptualization, design, assembly, and initial

testing of a novel system for the electromagnetic characterization of materials. The

purpose of this system is to allow for free space characterization of the electrical

permittivity and magnetic permeability of materials at both normal and oblique

angles of incidence, with the ultimate goal of being able to characterize anisotropic

metamaterials. At this stage of the project, the testing was limited to proof of con-

cept testing conducted on several isotropic dielectrics and one anisotropic medium

(a frequency selective surface). Additional testing will be conducted on anisotropic

materials in future stages of the project, after the system has been thoroughly char-

acterized.

The conceptualization and design of the new system were completed success-

fully. This design consisted of a central mounting structure with an elevated rotary

table and attached sample holder. Connected to the central mounting structure are

three rotatable antenna mounts each consisting of one horizontal and one vertical

linear actuator. Each antenna mount supports one waveguide fed polyrod antenna

connected to a vector network analyzer. This system design allows for automated
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control of the height and seperation of the antennas, as well as manual control of the

incidence angle of the propagating wave. The use of the polyrod antennas means

that the system can directly operate in the far-field range without the need to use

focussing lenses for plane wave approximation. The use of a three antenna design al-

lows for the measurement of both the transmitted energy and the specular reflection

in the case of oblique incidence, both of which are necessary for the characterization

of a samples’ permeability and permittivity. The combination of the linear actu-

ators, polyrod antennas, and three antenna design have not previously been used

together in this type of test system, making it a novel test system.

After completion and approval of the design, a budget of $10,000 was allotted for

its development. The rotary table, VNA, and RF cables/components were provided

by OU’s PAARD team, and the remainder of the system was sourced for $6,000.

Assembly and wiring of the system have both been successfully completed, and it is

currently set up in OU’s ARRC facility. The system successfully underwent proof of

concept testing involving the characterization of four materials (FR4, 4350B, 5880,

and Rohacell) at normal incidence, and the measurement of the transmission and

reflection parameters of FR4 and a frequency selective surface at oblique incidence.

During this testing, all measurements matched simulated results well, with only one

significant source of error. This error was clearly caused by a phase offset in S11

almost certainly related to minor calibration path and sample offset errors. Such

phase errors are common and well documented in free space material characteriza-

tion test setups, and will be trivial to resolve in the next stages of the project. From
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these results it is clear that the system performs as required and can be used for the

full electromagnetic characterization of materials at oblique angles of incidence.

5.2 Future Work

At this stage in the project, the system has been designed, assembled, and success-

fully undergone proof of concept testing using isotropic dielectric materials. These

are excellent results, and serve to demonstrate the potential of this novel system,

but in order to fully utilize this system and extend it to the accurate characteri-

zation of anisotropic metamaterials at oblique incidence angles, additional work is

required. In the next stage of the project, the observed phase error in S11 needs to be

characterized and removed. Additionally, a Labview program should be developed

to fully automate testing. This would help to reduce test times and limit potential

user error.

The system should be augmented with the automated ability to rotate either

the antennas or the sample under test. This could be accomplished using either

small rotary tables or stepper motors. This would allow for reliable characterization

along multiple φ cuts, which is necessary when the sample of interest is anisotropic.

The system should also be improved with a better sample holder, ideally one that

completely frames test samples and helps to ensure that they are perfectly flat and

properly oriented. This would help to mitigate alignment errors caused by bending

of the sample.
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Additional work will also be required to improve the calibration procedure and

extraction algorithm. The implementation of a 4-parameter calibration would help

to limit the impact of alignment errors, as would the use of isolation standards.

An iterative extraction algorithm should be implemented to help improve accuracy

when testing materials whose approximate parameters are known. Also, NRW and

Smith algorithms currently used should be improved with the incorporation of the

Kramers-Kronig approximation in order to allow for thicker samples to be reliably

tested.
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